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ABSTRACT

The paper shows the importance of reducing the neural networks’ training time at present stage and the role of new
optimization methods in neural networks’ training. The paper researches a modification of stochastic gradient descent, which is based
on the idea of gradient descent representation as a discrete dynamical system. The connection between the extreme points, to which
the gradient descent iterations tend, and the stationary points of the corresponding discrete dynamical system is a consequence of this
representation. The further applied stabilizing scheme with predictive control, for which a theoretical apparatus was developed
by means of geometric complex analysis together with solving optimization tasks in a set of polynomials with real coefficients, was
able to train a multilevel perceptron for recognizing handwritten numbers many times faster. The new algorithm software
implementation used the PyTorch library, created for researches in the field of neural networks. All experiments were run on NVidia
graphical processing unit to check the processing unit’s resource consumption. The numerical experiments did not reveal any
deviation in training time. There was a slight increase in the used video memory, which was expected as the new algorithm retains
one additional copy of perceptron internal parameters. The importance of this result is associated with the growth in the use of deep
neural network technology, which has grown three hundred thousand times from 2012 till 2018, and the associated resource
consumption. This situation forces the industry to consider training optimization issues as well as their accuracy. Therefore, any
training process acceleration that reduces the time or resources of the clusters is a desirable and important result, which was achieved
in this article. The results obtained discover a new area of theoretical and practical research, since the stabilization used is only one
of the methods of stabilization and search for cycles in control theory. Such good practical results confirm the need to add the lagging
control and the additional experiments with both predictive and lagging control elements.
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| NTRODUCT | ON . Artificial Intelligence Takes Off at Google

Number of software projects within Google that uses a key Al technology, called Deep

PROBLEM STATEMENT tearsing.
Acrtificial neural networks ANNs ([18]) were
born from attempts to mathematically model the :
process taking place not only in the human brain, but -
al§o in t_he t_;ralns of other I|_V|_ng organisms. Todg;_/, —
this section is the most promising direction of Artifi-
cial Intelligence (Al) together with the appearance

of new cheap resources (powerful central processing Bloombers 8
units, large HDDs [SSDs — Solid State Drives] and Fig. 1. Number of software projects within
other technological improvements). These have Google that uses a key Al technology, called
opened the additional opportunities, both for re- Deep Learning

Source: https://www.bloomberg.com/news/articles/2015-12-08/why-

searchers and for busmess, to make a new break- 2015-was-a-breakthrough-year-in-artificial-intelligence

through not only in the application of well-known
Machine Training algorithms, but also to create new
architectures of deep neural networks (up to a billion
neurons).

Since 2015, the growth has only accelerated
with the appearance of growing interest from a wide
range of industries, including medical, entertaining,

. technological and manufacturing.
Bloomberg researches on the growth of interest Along with the growing interest, the require-

and resource use in deep training projects from 2012 \nants for the resources required for this research
till 2015 have shown a rapid growth in this section  anq the creation of various products based on neural
of Artificial Intelligence (Fig. 1). networks have grown. Recent researches have
shown a 300,000-fold increase in resources [17]
from 2012 till 2018. Such an increase in power re-

© Smorodin A.. 2021 quirements puts the neural networks’ training pro-
cess efficiency task in one of the first places, often
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ahead of the model accuracy. Training one neural
network to a level comparable with the level of a
specialist in a particular field can cost about 10 mil-
lion US dollars, spent only on electricity and exclud-
ing other development costs and finding the optimal
hyperparameters.

In addition to the direct costs of electricity,
cooling and data-centers, the majority of costs are
spent on building a platform for network training
and automatic hyper-parameterization. The salaries
of such specialists are only growing; the reason for
such growth is their training complexity. The
specialist in neural networks should not only be well
versed in the brain structure and the construction of
specialized network architectures for various applied
tasks, but also should be versed in technology. The
company is forced to keep a special development
team. All this greatly increases the already
expensive product (neural network).

The difficulty in the training process is the
frequent absence of the required amount of training
information. This forces to implement special
processes for generating augmented data and/or
training process, when some neural networks create
input information for other networks, which are
trained on their basis. The latter option, based on the
Monte Carlo method, was used by a Google unit
(DeepMind) for neural networks’ training to play
Go [11]. This network was trained to play Go,
playing with itself for 40 days on 4 TPU (Tensor
Process Unit, a special processor from Google,
created to effectively train neural networks).

In addition to the networks described above,
which are not directly related to solving important
practical tasks, we can provide a list of really
important issues that are effectively solved by deep
neural networks’ technologies. These are the tasks
associated with processing signals from a variety of
smart devices inside ‘“smart homes” [30],
recognizing emotions from images of faces or about

the public health state of civil population [32].

Optimization algorithms are also the important
factor in the networks’ training speed and directly
affect this speed, which means they require new
algorithms’ development and additional
optimization of existing ones.

LITERATURE OVERVIEW

Various modifications of the gradient descent
algorithm are used in the process of neural
networks’ training [6], [8, 9], [10].

Such diversity is associated with various
situations that one has to face in the networks’
training practice.

Let’s consider various modifications of the
gradient descent algorithm that can be met in
practice:

¢ Stochastic Gradient Decent (SGD).

e SGD with Nesterov momentum and/or

modification.

e Adagrad ([9]).

e Adadelta ([10]).

e Adam ([14]).

The listed modifications basically correct some
of the issues of their predecessors and use different
approaches to averaging or transferring information
about the gradient values in the previous steps.

For example, AdaGrad takes into account the
change in each parameter of the neural network
independently and thus gives an advantage in cases
where some parameters of the network are more
important than others. In this regard, the algorithm

calculates 1, the norm for each network parameter

and divides the training coefficient by this norm.
This leads to a constantly decreasing coefficient at
the gradient, hence to a decrease in the training
speed with an increase in the training time itself.

To solve this issue, another Adadelta algorithm
was developed, which uses a floating window of a
certain size within which the gradient changes are
averaged.

The last considered algorithm Adam uses first-
and second-order gradient changes with exponential
decay to control both gradient changes and
automatic training coefficient changes.

Many of these algorithms, notably Adam
algorithm, rapidly reduce neural network prediction
errors and, as some studies show, do not always
generalize the result best [13].

The multidimensionality of functions that
represent neural networks is another issue.
Consequently, the surface of the loss function is also
located in a very high dimensional space. Thus,
many extreme points of this surface are “saddle”
points, and not extreme in all dimensions at once
[11].

Consequently, the relationship shown in the
work [12] can be used again to modify gradient
descent and use it to train various neural networks.
One of such numerical experiments has been shown
in the work [1] and it has shown excellent results.

THE AIM AND OBJECTIVES OF THE
RESEARCH

The aim of this study is to develop a new
optimization algorithm with an innovative view of
gradient descent as a discrete dynamic system and to
compare the training speed of this neural network
for handwriting recognition with the SGD algorithm
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(based on the MNIST handwritten digit image
database).

In his article [1] the author considered a
modification of the Standard Gradient Decent (SGD)
for accelerating the CNN training process in the task
of tooth segmentation on panoramic X-ray images.
This study has shown the advantage of the new
algorithm on a certain class of neural networks, and
therefore, in this study, the task was set to test the
possibilities of a new gradient descent modification
in training neural networks of a different
architecture.

Multilayer Perceptron, but not CNN networks,
is usually used for handwriting recognition and since
the network architecture greatly changes the shape
of surfaces in which it is necessary to find extreme
or saddle points, the question arises about testing the
capabilities of the new algorithm in finding these
extreme points on this class of neural networks.

In the article, the research was carried out
according to the following plan:

1) to implement Multilayer Perceptron based
on one of the neural network architecture
libraries (PyTorch or TensorFlow);

2) to train the neural network using Stochastic

Gradient Descent, as well as a new
modification;
3) to compare training outcomes with each
other.
MAIN PART.

THE NEURAL NETWORK TRAINING FOR
HANDWRITING RECOGNITION

In 2006, another wave of neural networks’
popularity has begun; an article by Hinton ([2]) can
be considered its beginning. This article
demonstrated the deep neural networks’ capabilities
in handwritten digits recognition in comparison with
Support Vector Machines (SVM) on the MNIST
dataset. This database contains 60,000 images for
training and 10,000 for checking the results. Let’s
have a look at an example of images from this
database (Fig. 2.)
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Fig. 2. Sample images from MNIST test dataset
Source: https://en.wikipedia.org/wiki/MNIST_database

A multilevel perceptron of the following
architecture was implemented to conduct a
comparative experiment for testing the performance
of new modifications of the gradient descent
algorithm

Input Layer Hidden Layer 1 Hidden Layer 2 Qutput Layer
784 128 64 10
C- (relu) (relu) (softmax)
D
N
" - = () () Loss Layer
A y (cross-entropy)

Fig. 3. Architecture of multilayer perceptron
Source: https://en.wikipedia.org/wiki/MNIST_database

Let’s describe the way for obtaining a
modification of gradient descent as a discrete
dynamical system for mini-batch gradient decent.

The main formula for changing the neural

network parameters ©®,, atthe t+1 step looks like
the following

B
®t+1:®t_%WGZL(f()_(i;®t)’yi)' 1)
i=1

where y is a training coefficient, f()‘(i;®t)is a call
to a function that a neural network implements with
O, internal parameters’ values for i training vector

of X ; the function L(f(X,,®,)y,) estimates the
error between the predicted by neural network
f()‘(i,®t) at the t step for the training vector of X;

and the expected result for it y, and B is a size of
mini data packet.
Let’s enter the notation

1 8 - _
G(0®) =®_E7V®ZL(f(Xi;®)’ yi)‘
i=1
Then the formula (1) will be written as a discrete
dynamical system

®t+l = G(®t ) 2

If a cycle of length 1 or a stationary point @
will be found for system (2), then it can be easily
shown that this point will be an extreme point for the

B
average error, ZL(f (>—<i;®t ), Y,) which is the
i=1
required result.
Now, when the search task has been reduced to
the search for unstable stationary points of discrete
dynamical systems, it is possible to apply a variety
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of stabilization cycles’ methods developed in control
theory. The work of Polyak [20] may be considered
as one of the first works in this direction, in which
an innovative method of predictive control was
proposed. In 1992, together with this work, Pyragas
proposed the so-called delayed feedback control
(DFC) for continuous-time systems. This approach
was transferred to the discrete case by Ushio [20]
and Morgiil [21].

Stabilization methods were transferred to
discrete dynamical systems in vector spaces in the
work [22]. The further research of the integro-
differential circuits’ stability led to some
optimization tasks of complex analysis for
polynomials. The search for optimal polynomials in
the works [23, 24], [25, 26], [27, 28], [29] made it
possible to obtain optimal coefficients for semilinear
control.

Let’s apply the semilinear control described in
work [18], formula 3 forT =1, to the search for a
stationary point for (2). Then the gradient descent
will look like the following

0.1 =(1-2)a+b)o, +(1-(1-2)a+ b)), ,

Dt m S (ae ra-de, g O

Algorithm (3) was implemented as an extension
of the torch.optim interface for use as an optimizer
within the PyTorch library. The multilevel
perceptron was implemented using PyTorch tools.

Let’s consider geometrically the difference
between the main modifications of gradient descent
Table.

The graphs show that all algorithms behave
differently in the process of predicting the next

position of the optimal point®, ;. The new

algorithm (3) stabilizes the search trajectory using a
more flexible set of parameters, the values of which
can be chosen experimentally for different neural
network architectures. The optimality is determined
by the ability to train the neural network faster than
SGD.

NUMERICAL EXPERIMENTS

All numerical experiments were carried out on
a computer with an integrated NVidia graphical
processing unit. The processing unit was equipped
with 6GB RAM, which was enough for carrying out
all the experiments.

Table. Visual representation of next step
prediction for three SGD modifications

Algorithm Graph of movement
SGD with g 4
momentum Hmartn

Aclal step
.7Gradiemstep =
SGD with e T
Nesterov g
Momentum .
step
Actual step
@
Algorithm ® OB i RO
3)
!/!V\l-l(\uﬂvluﬂ" y

Source: compiled by author

The contents of ®, has been saved to a file and

the pseudo random number generator was initialized
with one value during the first start, in order to
ensure a correct comparison and start all runs from
the neural network’s same internal state ®,, as well

as to split the training set into the same mini-
packets. All these precautions ensured the
experiments’ repeatability.

Only one control parameter was possible for the
SGD algorithm — the y training factor, which was

set to 0.01. The same value was used for algorithm
(3). This was done only to equalize the “odds” of
both algorithms.

A few numerical experiments were performed
to get good values for parameters a, b and 4. The
range for the enumeration was suggested by the
developed theory based on geometric complex
analysis and the optimization tasks solving by the
special class of polynomials. These polynomials’
coefficients were potential candidates for the best
parameters for the algorithm (3).

The numerical experiments have shown that the
best values are the following: a = 1.2, b = 0.5 and
y=—0.68. The final experiment was carried out
using these values; its results are shown below in
Fig. 4.

It follows from the graph that the new algo-
rithm is many times outperforms the standard gradi-
ent descent’s capabilities and can reduce the time
and resource costs for the neural network’s training.
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Fig. 4. Comparison of performance between SGD and algorithm (3)
Source: compiled by the author

A more accurate comparison between the algo-
rithms can be seen in another graph on Fig. 5, which
reflects the epoch when algorithm (3) first calculated
a value less than the value obtained by the SGD al-
gorithm. This was the 21st epoch of training. There-
fore, algorithm (3) outperforms SGD by at least
3 times.

70

g

Epochs

Algorithm (3) 56D
Algorithms

Fig. 5. Bar graph of performance differences
between algorithm (3) and SGD
Source: compiled by the author

CONCLUSIONS

The article shows the connection between
gradient descent and discrete dynamical systems.
This relation reduces the task of neural network’s
iterative training for handwritten digit recognition to

the search for a discrete dynamic system’s stationary
point.

The search for a stationary point requires the
use of stabilization, since the high
multidimensionality of the function describing the
neural network increases the likelihood of a large
number of saddle points, but not the extreme ones.

The developed predictive control methods were
used to search for unstable extremes, which showed
excellent performance in comparison with the SGD

algorithm.
Therefore,  theoretical  predictions  were
confirmed by numerical experiments, which

increases the chances of positive training outcomes
for other neural network architectures and extending
the control method (3) by adding some averaged
historical values of the network parameters to it,
similar to the averages in the AMSGrad or Adagrad
algorithms.

The development of the PyTorch library
optimization algorithms’ majority extension with the
algorithm (3) can be considered as an additional
result of this work. This is a multipurpose extension
and it allows using this algorithm for training any
neural network architectures and  solving
optimization tasks, which can be solved using
PyTorch.
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ABSTRACT

V cTaTTi YHCeNpHO MOCTIHKYETHCS MOIU(IKalis CTOXaCTUYHOTO TPAliEHTHOTO CITYCKY, sika Oyla OTpUMaHa 4depe3 YSBICHHS
IPaiEHTHOTO CITYCKY SIK TUCKPETHOI JUHAMI4HOi cucTeMH. HacminkoM Iboro mojaHHs € 3B'130K MK €KCTPEMAIBHUMH TOYKaMH, J10
SIKUX TParHyTh iTeparii rpalicHTHOTO CIYCKY, i CTalliOHAapHUMH TOYKaMHU JUCKPETHOI AMHAMIYHOT CHCTEMH, SIKi BiIMOBITAIOThH oMy .
3acTocoBaHa Jaii crabimidyloya cxema 3 INPEIWKAaTHBHUM KOHTPOJIEM, Ul sIKOi OyB pO3pOOJEHM TEOpeTHYHMI amapar 3a
JTOTIOMOTOK0 T€OMETPUYHOTO KOMILICKCHOTO aHali3y pa3oM 3 PIllIEHHSIM ONTHUMI3aIliiHUX 3aBIaHb y 0e3Miui MOJIHOMIB 3 JIHCHUMHU
KoedimieHTaMH, 3MOTJIa HabaraTo IIBUALIE HABUYWTH OaraTOpiBHEBHH MEPCENTPOH pO3Mi3HABaTH pykomucHi mudpu. [Iporpamua
peaiizaiis HOBOTO alTOpUTMy BHKOpHCTOBYBana Oibmoreky PyTorch, cTtBopeHy mis mocmimxkeHs B 001acTi HeHpoHHUX Mepex. Bei
EKCTIEPIMEHTH 3aITyCKaucs Ha rpadiqHoMy mprcKopioBadi kommaHii NVidia 1 nepeBipky CIIOKUBaHHS PECYPCiB MIPHCKOPIOBAYA.
UncenbHI eKCIIEpMMEHTH HE BHSBWIM JKOJHMX BIXWJICHb 3a YacoM HaBYaHHA. bByno Big3HadeHO HeBenwke 30iTbIICHHS
BHUKOPUCTOBYBAHOI Bifie0-TlaM’siTi, SIK 1 OYiKyBajocsi, OCKUIbKM HOBHIl anropuT™m 30epirac ofHy MOJATKOBY KOIII0 BHYTPILIHIX
rapaMeTpiB IMepCenTpOHy. BajJIMBICTH OTPHMAHOrO pe3yibTaTy MOB'S3aHA 3 POCTOM 3aCTOCYBAaHHS TEXHOJIOTIH TIIMOOKMX
HEHPOHHHUX MEPEXK, Ke 30UTbIIMIOCS y TprcTa TUCsY pasiB 3 2012 mo 2018 poku, Ta MOB'I3aHOTO 3 UM 301TBIICHHSIM CITOKHBAHHS
pecypciB. Ls cutyartis 3MyIye iHAyCTPitO po3rJsiIaTé MATAHHS ONTHMI3allii HABYAaHHS Ha PiBHI 3 iforo TounicTio. OTXxe, Oyab-sKe
MIPUCKOPEHHSI HAaBYAJIBHOTO IPOIECY, SIKE CKOPOUye dac a0 3MEHIIye PecypcH KIacTepiB, € OaxaHNM i BayKIIUBHM pe3yJIbTaTOM,
SIKOTO 1 OyJIO JOCATHYTO y Wil cTarTi. OTprMaHi pe3yIbTaTh BiIKPHBAIOTh HOBY OOJIACTh TEOPETUYHUX Ta MPAKTUIHUX AOCIIIKEHD,
OCKIJTBKM BHKOPHCTaHa CTaOLIi3alis € JIMIIe OJHAM 3 METOJIB cTadisizamil Ta MOUIyKy IUKIIB B Teopii ympasmiaasA. Taki xopomri
MPaKTUYHI PE3yNbTaTd MiATBEPUKYIOTh HEOOXiTHICTh NOAABaHHS 3ami3HIIOT0 KOHTPOJIO 1 OJATKOBHX EKCIEPHMEHTIB SK 3
MPeUKaTHBHUMH, TaK i 3 3aMi3HUIMMH eJIEeMEHTaMH KOHTPOJIIO.
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