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ABSTRACT 

The paper shows the importance of reducing the neural networks’ training time at present stage and the role of new 

optimization methods in neural networks’ training. The paper researches a modification of stochastic gradient descent, which is based 

on the idea of gradient descent representation as a discrete dynamical system. The connection between the extreme points, to which 

the gradient descent iterations tend, and the stationary points of the corresponding discrete dynamical system is a consequence of this 

representation. The further applied stabilizing scheme with predictive control, for which a theoretical apparatus was developed 

by means of geometric complex analysis together with solving optimization tasks in a set of polynomials with real coefficients, was 

able to train a multilevel perceptron for recognizing handwritten numbers many times faster. The new algorithm software 

implementation used the PyTorch library, created for researches in the field of neural networks. All experiments were run on NVidia 

graphical processing unit to check the processing unit’s resource consumption. The numerical experiments did not reveal any 

deviation in training time. There was a slight increase in the used video memory, which was expected as the new algorithm retains 

one additional copy of perceptron internal parameters. The importance of this result is associated with the growth in the use of deep 

neural network technology, which has grown three hundred thousand times from 2012 till 2018, and the associated resource 

consumption. This situation forces the industry to consider training optimization issues as well as their accuracy. Therefore, any 

training process acceleration that reduces the time or resources of the clusters is a desirable and important result, which was achieved 

in this article. The results obtained discover a new area of theoretical and practical research, since the stabilization used is only one 

of the methods of stabilization and search for cycles in control theory. Such good practical results confirm the need to add the lagging 

control and the additional experiments with both predictive and lagging control elements. 
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INTRODUCTION. 

PROBLEM STATEMENT 

Artificial neural networks ANNs ([18]) were 

born from attempts to mathematically model the 

process taking place not only in the human brain, but 

also in the brains of other living organisms. Today, 

this section is the most promising direction of Artifi-

cial Intelligence (AI) together with the appearance 

of new cheap resources (powerful central processing 

units, large HDDs [SSDs – Solid State Drives] and 

other technological improvements). These have 

opened the additional opportunities, both for re-

searchers and for business, to make a new break-

through not only in the application of well-known 

Machine Training algorithms, but also to create new 

architectures of deep neural networks (up to a billion 

neurons). 

Bloomberg researches on the growth of interest 

and resource use in deep training projects from 2012 

till 2015 have shown a rapid growth in this section 

of Artificial Intelligence (Fig. 1). 
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Fig. 1. Number of software projects within 

Google that uses a key AI technology, called  

Deep Learning 
Source: https://www.bloomberg.com/news/articles/2015-12-08/why-

2015-was-a-breakthrough-year-in-artificial-intelligence 

Since 2015, the growth has only accelerated 

with the appearance of growing interest from a wide 

range of industries, including medical, entertaining, 

technological and manufacturing. 

Along with the growing interest, the require-

ments for the resources required for this research 

and the creation of various products based on neural 

networks have grown. Recent researches have 

shown a 300,000-fold increase in resources [17] 

from 2012 till 2018. Such an increase in power re-

quirements puts the neural networks’ training pro-

cess efficiency task in one of the first places, often 
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ahead of the model accuracy. Training one neural 

network to a level comparable with the level of a 

specialist in a particular field can cost about 10 mil-

lion US dollars, spent only on electricity and exclud-

ing other development costs and finding the optimal 

hyperparameters. 

In addition to the direct costs of electricity, 

cooling and data-centers, the majority of costs are 

spent on building a platform for network training 

and automatic hyper-parameterization. The salaries 

of such specialists are only growing; the reason for 

such growth is their training complexity. The 

specialist in neural networks should not only be well 

versed in the brain structure and the construction of 

specialized network architectures for various applied 

tasks, but also should be versed in technology. The 

company is forced to keep a special development 

team. All this greatly increases the already 

expensive product (neural network). 

The difficulty in the training process is the 

frequent absence of the required amount of training 

information. This forces to implement special 

processes for generating augmented data and/or 

training process, when some neural networks create 

input information for other networks, which are 

trained on their basis. The latter option, based on the 

Monte Carlo method, was used by a Google unit 

(DeepMind) for neural networks’ training to play 

Go [11]. This network was trained to play Go, 

playing with itself for 40 days on 4 TPU (Tensor 

Process Unit, a special processor from Google, 

created to effectively train neural networks). 

In addition to the networks described above, 

which are not directly related to solving important 

practical tasks, we can provide a list of really 

important issues that are effectively solved by deep 

neural networks’ technologies. These are the tasks 

associated with processing signals from a variety of 

smart devices inside “smart homes” [30], 

recognizing emotions from images of faces or about 

the public health state of civil population [32]. 
Optimization algorithms are also the important 

factor in the networks’ training speed and directly 

affect this speed, which means they require new 

algorithms’ development and additional 

optimization of existing ones. 

LITERATURE OVERVIEW 

Various modifications of the gradient descent 

algorithm are used in the process of neural 

networks’ training [6], [8, 9], [10]. 

Such diversity is associated with various 

situations that one has to face in the networks’ 

training practice. 

Let’s consider various modifications of the 

gradient descent algorithm that can be met in 

practice: 

 Stochastic Gradient Decent (SGD). 

 SGD with Nesterov momentum and/or 

modification. 

 Adagrad ([9]). 

 Adadelta ([10]). 

 Adam ([14]). 

The listed modifications basically correct some 

of the issues of their predecessors and use different 

approaches to averaging or transferring information 

about the gradient values in the previous steps. 

For example, AdaGrad takes into account the 

change in each parameter of the neural network 

independently and thus gives an advantage in cases 

where some parameters of the network are more 

important than others. In this regard, the algorithm 

calculates 
2l  the norm for each network parameter 

and divides the training coefficient by this norm. 

This leads to a constantly decreasing coefficient at 

the gradient, hence to a decrease in the training 

speed with an increase in the training time itself. 

To solve this issue, another Adadelta algorithm 

was developed, which uses a floating window of a 

certain size within which the gradient changes are 

averaged. 

The last considered algorithm Adam uses first- 

and second-order gradient changes with exponential 

decay to control both gradient changes and 

automatic training coefficient changes. 

Many of these algorithms, notably Adam 

algorithm, rapidly reduce neural network prediction 

errors and, as some studies show, do not always 

generalize the result best [13]. 

The multidimensionality of functions that 

represent neural networks is another issue. 

Consequently, the surface of the loss function is also 

located in a very high dimensional space. Thus, 

many extreme points of this surface are “saddle” 

points, and not extreme in all dimensions at once 

[11]. 

Consequently, the relationship shown in the 

work [12] can be used again to modify gradient 

descent and use it to train various neural networks. 

One of such numerical experiments has been shown 

in the work [1] and it has shown excellent results. 

THE AIM AND OBJECTIVES OF THE 

RESEARCH 

The aim of this study is to develop a new 

optimization algorithm with an innovative view of 

gradient descent as a discrete dynamic system and to 

compare the training speed of this neural network 

for handwriting recognition with the SGD algorithm 
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(based on the MNIST handwritten digit image 

database). 

In his article [1] the author considered a 

modification of the Standard Gradient Decent (SGD) 

for accelerating the CNN training process in the task 

of tooth segmentation on panoramic X-ray images. 

This study has shown the advantage of the new 

algorithm on a certain class of neural networks, and 

therefore, in this study, the task was set to test the 

possibilities of a new gradient descent modification 

in training neural networks of a different 

architecture. 

Multilayer Perceptron, but not CNN networks, 

is usually used for handwriting recognition and since 

the network architecture greatly changes the shape 

of surfaces in which it is necessary to find extreme 

or saddle points, the question arises about testing the 

capabilities of the new algorithm in finding these 

extreme points on this class of neural networks. 

In the article, the research was carried out 

according to the following plan: 

1) to implement Multilayer Perceptron based 

on one of the neural network architecture 

libraries (PyTorch or TensorFlow); 

2) to train the neural network using Stochastic 

Gradient Descent, as well as a new 

modification; 

3) to compare training outcomes with each 

other. 

 

MAIN PART. 

THE NEURAL NETWORK TRAINING FOR 

HANDWRITING RECOGNITION 

In 2006, another wave of neural networks’ 

popularity has begun; an article by Hinton ([2]) can 

be considered its beginning. This article 

demonstrated the deep neural networks’ capabilities 

in handwritten digits recognition in comparison with 

Support Vector Machines (SVM) on the MNIST 

dataset. This database contains 60,000 images for 

training and 10,000 for checking the results. Let’s 

have a look at an example of images from this 

database (Fig. 2.) 

 

Fig. 2. Sample images from MNIST test dataset 
Source: https://en.wikipedia.org/wiki/MNIST_database 

A multilevel perceptron of the following 

architecture was implemented to conduct a 

comparative experiment for testing the performance 

of new modifications of the gradient descent 

algorithm 

 

Fig. 3. Architecture of multilayer perceptron 
     Source: https://en.wikipedia.org/wiki/MNIST_database 

 

Let’s describe the way for obtaining a 

modification of gradient descent as a discrete 

dynamical system for mini-batch gradient decent. 

The main formula for changing the neural 

network parameters 1t  at the 1t  step looks like 

the following 

  


 
B

i

ititt yxfL
B 1

1 ,,;
1
     (1) 

where   is a training coefficient,  tixf ; is a call 

to a function that a neural network implements with 

t internal parameters’ values for i  training vector 

of ix ; the function   ),,( iti yxfL   estimates the 

error between the predicted by neural network 

 tixf ,  at the t  step for the training vector of ix  

and the expected result for it y , and B  is a size of 

mini data packet. 

Let’s enter the notation 

  

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Then the formula (1) will be written as a discrete 

dynamical system 

 .1 tt G                           (2) 

If a cycle of length 1 or a stationary point *  

will be found for system (2), then it can be easily 

shown that this point will be an extreme point for the 

average error,   



B

i

iti yxfL
1

,;  which is the 

required result. 

Now, when the search task has been reduced to 

the search for unstable stationary points of discrete 

dynamical systems, it is possible to apply a variety 

https://en.wikipedia.org/wiki/MNIST_database
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of stabilization cycles’ methods developed in control 

theory. The work of Polyak [20] may be considered 

as one of the first works in this direction, in which 

an innovative method of predictive control was 

proposed. In 1992, together with this work, Pyragas 

proposed the so-called delayed feedback control 

(DFC) for continuous-time systems. This approach 

was transferred to the discrete case by Ushio [20] 

and Morgül [21]. 

Stabilization methods were transferred to 

discrete dynamical systems in vector spaces in the 

work [22]. The further research of the integro-

differential circuits’ stability led to some 

optimization tasks of complex analysis for 

polynomials. The search for optimal polynomials in 

the works [23, 24], [25, 26], [27, 28], [29] made it 

possible to obtain optimal coefficients for semilinear 

control. 

Let’s apply the semilinear control described in 

work [18], formula 3 for 1T , to the search for a 

stationary point for (2). Then the gradient descent 

will look like the following 

      

     
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         (3)
 

Algorithm (3) was implemented as an extension 

of the torch.optim interface for use as an optimizer 

within the PyTorch library. The multilevel 

perceptron was implemented using PyTorch tools. 

Let’s consider geometrically the difference 

between the main modifications of gradient descent 

Table. 

The graphs show that all algorithms behave 

differently in the process of predicting the next 

position of the optimal point 1t . The new 

algorithm (3) stabilizes the search trajectory using a 

more flexible set of parameters, the values of which 

can be chosen experimentally for different neural 

network architectures. The optimality is determined 

by the ability to train the neural network faster than 

SGD. 

NUMERICAL EXPERIMENTS 

All numerical experiments were carried out on 

a computer with an integrated NVidia graphical 

processing unit. The processing unit was equipped 

with 6GB RAM, which was enough for carrying out 

all the experiments. 

 

Table. Visual representation of next step 

prediction for three SGD modifications 

Algorithm Graph of movement 

SGD with 

momentum 

 

SGD with 

Nesterov 

 

Algorithm 

(3) 

 
Source: compiled by author 

The contents of 0  has been saved to a file and 

the pseudo random number generator was initialized 

with one value during the first start, in order to 

ensure a correct comparison and start all runs from 

the neural network’s same internal state 0 , as well 

as to split the training set into the same mini-

packets. All these precautions ensured the 

experiments’ repeatability. 

Only one control parameter was possible for the 

SGD algorithm – the   training factor, which was 

set to 0.01. The same value was used for algorithm 

(3). This was done only to equalize the “odds” of 

both algorithms. 

A few numerical experiments were performed 

to get good values for parameters a, b and  . The 

range for the enumeration was suggested by the 

developed theory based on geometric complex 

analysis and the optimization tasks solving by the 

special class of polynomials. These polynomials’ 

coefficients were potential candidates for the best 

parameters for the algorithm (3). 

The numerical experiments have shown that the 

best values are the following: a = 1.2, b = 0.5 and

68.0 . The final experiment was carried out 

using these values; its results are shown below in 

Fig. 4.  

It follows from the graph that the new algo-

rithm is many times outperforms the standard gradi-

ent descent’s capabilities and can reduce the time 

and resource costs for the neural network’s training. 
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      Fig. 4. Comparison of performance between SGD and algorithm (3) 
Source: compiled by the author

A more accurate comparison between the algo-

rithms can be seen in another graph on Fig. 5, which 

reflects the epoch when algorithm (3) first calculated 

a value less than the value obtained by the SGD al-

gorithm. This was the 21st epoch of training. There-

fore, algorithm (3) outperforms SGD by at least 

3 times. 

 
Fig. 5. Bar graph of performance differences 

between algorithm (3) and SGD  
Source: compiled by the author 

CONCLUSIONS 

The article shows the connection between 

gradient descent and discrete dynamical systems. 

This relation reduces the task of neural network’s 

iterative training for handwritten digit recognition to 

the search for a discrete dynamic system’s stationary 

point. 

The search for a stationary point requires the 

use of stabilization, since the high 

multidimensionality of the function describing the 

neural network increases the likelihood of a large 

number of saddle points, but not the extreme ones. 

The developed predictive control methods were 

used to search for unstable extremes, which showed 

excellent performance in comparison with the SGD 

algorithm. 

Therefore, theoretical predictions were 

confirmed by numerical experiments, which 

increases the chances of positive training outcomes 

for other neural network architectures and extending 

the control method (3) by adding some averaged 

historical values of the network parameters to it, 

similar to the averages in the AMSGrad or Adagrad 

algorithms. 
The development of the PyTorch library 

optimization algorithms’ majority extension with the 

algorithm (3) can be considered as an additional 

result of this work. This is a multipurpose extension 

and it allows using this algorithm for training any 

neural network architectures and solving 

optimization tasks, which can be solved using 

PyTorch. 
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ABSTRACT 

У статті чисельно досліджується модифікація стохастичного градієнтного спуску, яка була отримана через уявлення 

градієнтного спуску як дискретної динамічної системи. Наслідком цього подання є зв'язок між екстремальними точками, до 

яких прагнуть ітерації градієнтного спуску, і стаціонарними точками дискретної динамічної системи, які відповідають йому.  

Застосована далі стабілізуюча схема з предикативним контролем, для якої був розроблений теоретичний апарат за 

допомогою геометричного комплексного аналізу разом з рішенням оптимізаційних завдань у безлічі поліномів з дійсними 

коефіцієнтами, змогла набагато швидше навчити багаторівневий персептрон розпізнавати рукописні цифри. Програмна 

реалізація нового алгоритму використовувала бібліотеку PyTorch, створену для досліджень в області нейронних мереж. Всі 

експерименти запускалися на графічному прискорювачі компанії NVidia для перевірки споживання ресурсів прискорювача. 

Чисельні експерименти не виявили жодних відхилень за часом навчання. Було відзначено невелике збільшення 

використовуваної відео-пам’яті, як і очікувалося, оскільки новий алгоритм зберігає одну додаткову копію внутрішніх 

параметрів персептрону. Важливість отриманого результату пов'язана з ростом застосування технологій глибоких 

нейронних мереж, яке збільшилося у триста тисяч разів з 2012 по 2018 роки, та  пов'язаного з цим збільшенням споживання 

ресурсів. Ця ситуація змушує індустрію розглядати питання оптимізації навчання на рівні з його точністю. Отже, будь-яке 

прискорення навчального процесу, яке скорочує час або зменшує ресурси кластерів, є бажаним і важливим результатом, 

якого і було досягнуто у цій статті. Отримані результати відкривають нову область теоретичних та практичних досліджень, 

оскільки використана стабілізація є лише одним з методів стабілізації та пошуку циклів в теорії управління. Такі хороші 

практичні результати підтверджують необхідність додавання запізнілого контролю і додаткових експериментів як з 

предикативними, так і з запізнілими елементами контролю. 
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