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ABSTRACT 

This work is devoted to the development of a distributed framework based on deep learning for processing data from various 

sensors that are generated by transducer networks that are used in the field of smart buildings. The proposed framework allows you to 

process data that comes from sensors of various types to solve classification and regression problems. The framework architecture 

consists of several subnets: particular convolutional net that handle input from the same type of sensors, a single convolutional fusion 

net that processes multiple outputs of particular convolutional nets. Further, the result of a single convolutional fusion net is fed to 

the input of a recurrent net, which allows extracting meaningful features from time sequences. The result of the recurrent net opera-

tion is fed to the output layer, which generates the framework output based on the type of problem being solved. For the experimental 

evaluation of the developed framework, two tasks were taken: the task of recognizing human actions and the task of identifying a 

person by movement. The dataset contained data from two sensors (accelerometer and gyroscope), which were collected from 9 users 

who performed 6 actions. A mobile device was used as the hardware platforms, as well as the Edison Compute Module hardware 

device. To compare the results of the work, variations of the proposed framework with different architectures were used, as well as 

third-party approaches based on various methods of machine learning, including support machines of vectors, a random forest, lim-

ited Boltzmann machines, and so on. As a result, the proposed framework, on average, surpassed other algorithms by about 8% in 

three metrics in the task of recognizing human actions and turned out to be about 13% more efficient in the task of identifying a per-

son by movement. We also measured the power consumption and operating time of the proposed framework and its analogues. It was 

found that the proposed framework consumes a moderate amount of energy, and the operating time can be estimated as acceptable. 
Keywords: Smart Building; Internet of Things;  Deep Learning; Convolutional Neural Network;  Gated Recurrent Unit;  Re-

current Neural Network; Long Short-Term Memory 
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INTRODUCTION, FORMULATION  

OF THE PROBLEM 

In recent years, the topic of smart buildings has 

attracted a lot of attention from scientists and 

engineers around the world. According to a report 

published by the Building Services Research and 

Information Association (BRSIA) [1], the market for 

the smart building industry was US $ 1,036 billion 

in 2020, creating ample opportunity for the 

development and application of advanced 

information and telecommunications technologies. 

For the first time, the term “Intelligent Building” 

was introduced into circulation by UTBS 

Corporation [2] in 1981 and, until now, among 

researchers there is no common understanding of the 

concept of smart buildings [3, 4], [5, 6]. 
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Within the framework of this work, the term 

“smart building” should be understood as a building 

equipped with complex technological systems, 

communications and controls that ensure the safety, 

comfort and health of its inhabitants. 

To maximize comfort, minimize costs, and 

adapt to the needs of their residents, smart buildings 

must rely on sophisticated tools to educate, predict, 

and make smart decisions. 

These tools span a range of technologies 

including forecasting, decision making, robotics, 

smart materials, wireless sensor networks, 

multimedia, mobile computing, and cloud 

computing. 

With these technologies, buildings can 

cognitively manage many services such as security, 

privacy, energy efficiency, lighting, maintenance, 

elderly care, and multimedia entertainment. 

The development of smart building is directly 
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related to the concept of the Internet of Things (IoT) 

since the Internet of Things allows all 

communications and devices of a smart building to 

be linked into a single interacting network. 

The term IoT is usually understood as a 

distributed network, the nodes of which are a set of 

transducers (sensors and actuators) controlled by 

embedded microprocessor systems. Transducers are 

used to collect data and interact with the external 

environment, and microprocessor systems provide 

network node control and communication between 

nodes. 

The conventional approach to the development 

of IoT systems implies sending the entire array of 

data generated by transducers to a single point of 

aggregation and analysis, which is usually 

represented by a cloud server that applies machine 

learning methods and algorithms to obtain new 

knowledge, predict and generate control action on 

network nodes [7]. 

The exact opposite of centralized IoT systems is 

the approach in which the IoT system is a peer-to-

peer distributed mesh network, in which a central-

ized server is either completely absent or acts as a 

client interface for monitoring the network status or 

for manual operator control. This approach does not 

allow full use of machine learning technologies to 

analyze the collected data. This is due to the low 

computing power of the nodes, as well as restrictions 

on the consumption of electricity by the nodes, 

which are often imposed on IoT systems [8]. 

These contradictions can be resolved by con-

structing a hierarchical model of the IoT network 

based on the principle of fog computing, in which 

data aggregation and analysis is performed in the 

immediate vicinity of the place of their generation 

[9]. To improve the efficiency of such networks, it is 

necessary to develop methods for adapting deep 

learning technologies for their use in the context of 

edge computing. 

Thus, the goal of this paper is to develop a dis-

tributed framework based on deep learning that 

would allow aggregating time series of data from a 

variety of sensors of different types in the context of 

an fog computing model. 

1. LITERATURE REVIEW 

Fog computing is a new paradigm whereby the 

cloud computing model is expanded by a network 

node to be used as a computing node [10]. Like the 

cloud paradigm, fog computing also enables storage 

functions and application services [11]. 

The paper [12] presents the main characteristics 

of fog computing systems: 

 heterogeneity – computing nodes are located 

at the border of a network with diverse and 

heterogeneous end devices; 

 functionality – it is possible to use in a large 

number of industrial tasks due to instant response; 

 storage and services – has its own network 

and computing services, as well as data warehouses; 

 work area – works locally (one “jump” from 

the device to the fog node); 

 additional capabilities – offers cheap, 

flexible, and portable deployments in terms of 

hardware and software. 

Fog computing should be distinguished from 

the cloud computing model. The works [13, 14], 

[15] summarize the main differences between the 

two models: 

 resources – fog nodes have significantly less 

resources (memory, processing power and storage) 

than cloud servers, but resources can be increased 

upon request; 

 functionality – both models process data that 

was generated by a different set of devices; 

 distribution strategies – can be densely or 

sparsely distributed geographically; 

 connectivity – both models support wireless 

communication and machine-to-machine interaction; 

 flexibility – the peripheral system can be 

deployed on low-end devices such as internet routers 

and ip cameras. 

The fog computing model should be 

distinguished from the edge computing model, 

although they serve the same purpose of reducing 

network load and end-to-end latency. The main 

difference between edge computing and fog 

computing is the way data is processed and the 

computing power found. 

The edge computing model is that computing 

power is concentrated around data sources such as 

mobile devices, sensors, and actuators. In the model 

of fog computing, a node makes a decision on local 

processing of data or on sending them to a server for 

centralized processing [16, 17], [18]. 

Consider several works that are related to the 

problem of network resource management and the 

problem of decision making in systems using the 

edge computing model. 

In [19], a method for balancing computing on 
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peripheral devices using a decentralized machine 

learning algorithm is presented, which makes it 

possible not to send data to a centralized server. 

A similar solution was proposed in [20], where 

local machine learning algorithms are used to 

automate the management of the components of a 

remote medical surveillance system. 

In [21], an algorithm is used for the efficient 

allocation of computing resources in the problem of 

recognizing and understanding music. 

To solve the big data problem, in [22] the 

authors propose a solution for transferring the 

computational load from the central server to the fog 

nodes. 

In [23] an intelligent surveillance stream data 

balancing solution was proposed. The main idea of 

the proposed solution is the use of an intelligent 

system for classifying images periodically received 

from cameras of a video surveillance system. 

A similar approach was used in [24], which is 

devoted to the analysis of vehicle traffic to predict 

road congestion. The proposed distribution of the 

computational load, according to the authors, makes 

the traffic congestion prediction algorithm immune 

to the problem of losing the connection with the 

central server. The design of the network allows the 

use of a distributed network of conditionally limited 

Boltzmann machines to process data obtained from 

various sensors. 

The work [25] proposes the SmartFog 

architecture. This architecture allows for low latency 

decision making as well as adaptive network 

resource management. According to the authors' 

assurances, the proposed architecture makes it 

possible to emulate some of the functions of the 

human brain. 

The authors of [26] focused on monitoring the 

patient's health and choosing the optimal solution by 

combining machine learning methods and Markov 

chains. Using the proposed Directional Mesh Net-

work (DMN) framework, time sensitive data is ana-

lyzed near the signal source using various machine 

learning methods. As part of this work, the peripher-

al device can make a “smart” decision about whether 

to send the received data to a central server for pro-

cessing or not. This solution is achieved using vari-

ous machine learning techniques. 

Machine learning methods are used in [27], 

which presents the concept of Smart Cargo, which 

allows making decisions in various situations. 

Analysis of the proposed work in the field of 

machine learning in the fog computing model allows 

us to conclude that the vast majority of works use 

unsupervised learning techniques to improve deci-

sion-making ability in the fog computing model. 

Most of the work is based on the application of ma-

chine learning technologies in conditions of limited 

resources and unexpected situations. 

2. DEEP LEARNING FRAMEWORK  

DESIGN 

Let us assume that there is 𝐾 number of differ-

ent types of input sensors 𝐼, where 𝐼 = {𝐼𝑘}, 𝑛 ∈

{1, … , 𝐾}. Let us take a closer look at 𝐼𝑘, that gener-

ates a series of measurements over a certain period 

of time. These measurements can be represented 

though a matrix 𝑀 that would have a size of 𝑑(𝑘) ×

z(𝑘) for the collected data points, and by a 𝑧(𝑘)-sized 

vector 𝑣 for the time-series data. Where 𝑑(𝑘) is the 

dimensionality of each measurement (for example, a 

3-axis movement sensor), and 𝑧(𝑘) is the number of 

measurements. By breaking up the input matrix 𝑀 

and vector 𝑣 into time segments in order to form a 

series of non-overlapping time intervals with a width 

𝜏 then we get Λ = {(𝑀𝑡
(𝑘)

, 𝑣𝑡
(𝑘)

)}, where |Λ| = 𝑇. 

Let us assume that 𝜏 remains constant.  

Then, we can apply a Fast Fourier Transform 

(FFT) for each of the elements in Λ, because the fre-

quency domain contains the best local frequency 

patterns that are not dependent on the time domain 

behavior.  

After that, the tensor 𝑋(𝑘) of dimension 𝑑(𝑘) ×

2𝑓 × 𝑇 is formed from these outputs. The set of final 

tensors 𝜒 = {𝑋(𝑘)} for each sensor is fed to the input 

of the framework. 

The proposed framework is shown in Figure 1 

and has three components: the first component con-

sists of many convolutional layers, the second com-

ponent consists of recurrent layers, and the third 

component is represented by the output layer. 

2.1. Convolutional nets 

The convolutional layers can be divided into 

two categories: a set of particular convolutional nets 

for each tensor 𝑋(𝐾)of the input sensor, and one 

combination subnet, the input to which are the out-

puts 𝐾 of the convolutional nets.  

As the structure of the particular convolutional 

net for various sensors is the same, let us look in 
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more detail at one of the convolutional network, 

which has a tensor 𝑋(𝑘) feeding into it as an input. 

As established previously, 𝑋(𝑘) ∈ ℝ𝑑(𝑘)×2𝑓×𝑇, where 

𝑑(𝑘)is the dimensionality of the data received from 

the sensor, 𝑓 – the dimensionality in the frequency 

domain, and 𝑇 – is the number of time intervals.  

For each interval of time 𝑡, the matrix X∙∙𝑡
(𝑘)

 is 

passed as an input to the convolutional network with 

three layers. The goal is to extract two types of rela-

tions out of X∙∙𝑡
(𝑘)

. The relation in the frequency do-

main and one between the measurements done by 

the sensors. The frequency domain contains a lot of 

local patterns with neighboring frequencies. The re-

lations between the measurements done by the sen-

sors are usually connected to all the dimensionali-

ties.  

Because of this property, we can apply two-

dimensional filters in the form of (𝑑(𝑘), 𝑐𝑜𝑣1) to 

X∙∙𝑡
(𝑘)

to obtain the relations between the measure-

ments and patterns in the frequency domain, by ob-

taining X∙∙𝑡
(𝑘,1)

as an output. After this step, filters in 

the form of (1, 𝑐𝑜𝑣2) and (1, 𝑐𝑜𝑣3) will be applied 

to X∙∙𝑡
(𝑘,1)

 in sequence, to obtain X∙∙𝑡
(𝑘,2)

 and X∙∙𝑡
(𝑘,3)

. 

After this the matrix X∙∙𝑡
(𝑘,3)

 is flattened out into 

the vector 𝑥∙∙𝑡
(𝑘,3)

. Afterwards K vectors from particu-

lar convolutional nets joined together to form the 

matrix 𝑋∙∙𝑡
(3)

with 𝐾 lines, that is fed as an input to a 

single fusion net.  

 

Fig. 1. Distributed framework architecture 

      Source: compiled by the authors 
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The structure of the single fusion net is similar 

to the structure of the particular convolutional net. 

First, a two-dimensional filter is applied in the form 

of (𝐾, 𝑐𝑜𝑣4), to find the relation between all of the 

K sensors with the output 𝑋∙∙𝑡
(4)

and then subsequent 

sequential application of filters (1, 𝑐𝑜𝑣5) and 

(1, 𝑐𝑜𝑣6) to obtain outputs 𝑋∙∙𝑡
(5)

 and 𝑋∙∙𝑡
(6)

 respective-

ly.  

Each of the convolutional layers uses 64 filters 

and rectified linear unit as the activation function. 

Also, each layer will also have batch normalization 

applied to it, in order to lower the internal covari-

ance shift.  

In the interest of simplifying the structure of 

proposed framework, it was decided to exclude the 

residual structures.  

As a last step of this stage, the obtained matrix 

𝑋∙∙𝑡
(6)

is flattened into a vector 𝑥∙∙𝑡
(𝑓)

, and then conju-

gated with the intervals [𝜏] and fed as an input to the 

recurrent layer structure.  

2.2. Recurrent net 

Recurrent neural networks are powerful tool 

that can approximate functions and obtain useful 

data out of time-series sets. Vanilla recurrent net-

works have a hard time dealing with the task of pro-

cessing long sets of time-series data however. For 

these applications two new models were introduced, 

the Long Short-term Memory (LSTM) and Gated 

Recurrent Unit (GRU).  

In order to reduce the complexity level of the 

network, it was decided to use GRU, due to the fact 

that this model shows a similar level of effectiveness 

to LSTM on a large number of tasks but possesses a 

simpler structure.  

Within the scope of this work a sequential GRU 

structure with two layers was used. In comparison to 

a single-layer model, sequential models allow to ef-

fectively increase the capacity of the model. In com-

parison to dual-directional GRU, that contains two 

time-flows from beginning to end, and back, a se-

quential GRU can operate sequentially, which al-

lows it to process the dataflow faster.  

In contrast to that a dual-directional GRU can 

only operate when all of the time-series sequence is 

already known, which is barely applicable to such 

applications as tracking for example.  

In order to regulate the relations between the 

layers of the GRU, a dropout procedure was applied, 

as well as a recurrent batch normalization in order to 

lower the internal covariance shift between the time 

intervals. The inputs {𝑥𝑡
(𝑐)

} for 𝑡 = 1, … , 𝑇 from the 

previous convolutional net are fed as an input to the 

sequential GRU, that generates {𝑥𝑡
(𝑟)

} for 𝑡 =

1, … , 𝑇 as outputs, that are fed to the final output 

layer.  

2.3. Output layer 

The output value of the recurrent net is a set of 

vectors {𝑥𝑡
(𝑟)

} for t = 1, … , 𝑇. For a regression prob-

lem, since the value of each element of the vector 

𝑥𝑡
(𝑟)

 is within the range of ±1, 𝑥𝑡
(𝑟)

 encodes the 

physical output of the interval 𝑡. In the output layer, 

we want to examine the set 𝑊𝑜𝑢𝑡 with offset 𝑏𝑜𝑢𝑡 to 

convert x𝑡
(𝑟)

 to �̂�𝑡, where �̂�𝑡 = 𝑊𝑜𝑢𝑡 ∙ 𝑥𝑡
(𝑟)

+ 𝑏𝑜𝑢𝑡. 

Thus, the output layer is a fully connected layer on 

top of each bin with common parameters 𝑊𝑜𝑢𝑡 and 

𝑏𝑜𝑢𝑡. 

For the classification problem, 𝑥𝑡
(𝑟)

 is a vector 

of features on the interval 𝑡. On the output layer, you 

first need to convert {𝑥𝑡
(𝑟)

} to a feature vector of 

fixed length for later processing. 

One way is to average the features over time. 

Also, more complex methods can be applied to gen-

erate final features. 

One way or another, the features are averaged 

over time to obtain the feature 𝑥(𝑟) =
∑ 𝑥𝑡

(𝑟)𝑇
𝑡=1

𝑇
. Next, 

we feed 𝑥(𝑟) to the input of the activation layer with 

the softmax function to get the probability �̂� of the 

predicted class. 

2.4. Framework customization for  

specific tasks 

In general, the following steps are required to 

apply the framework to a specific task: 

1) determine the number of inputs 𝐾. Perform 

preliminary transformation of inputs into a set of 

tensors 𝑋 = {𝑋(𝑘)} as input data of the framework; 

2) determine the type of problem, whether it is 

a classification or regression problem; 

3) develop a specific loss function for this task 

or use a standard function (the mean square error for 

regression problems or cross-entropy for classifica-

tion problems). 

If you use the default framework, you need to 

determine the inputs 𝐾, Perform preliminary trans-
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formation of the measurements of the sensors, and 

determine the problem. 

Pre-processing stage consists in the fact that the 

data from the sensors are formed into blocks, after 

which the Fourier transform is applied to each block. 

For particular sensor, the results of transformation 

are combined into tensors 𝑋(𝑘) of dimension 𝑑(𝑘) ×

2𝑓 × 𝑇, where 𝑑(𝑘) is the dimension of measure-

ments, 𝑓 is the dimension of intervals, and 𝑇 is 

number of intervals. 

The 𝐾 parameter determines not the physical 

number of sensors, but the number of sensory mo-

dalities. If there are more than one sensor of the 

same modality (for example, a couple motion sen-

sors or altitude sensors), we consider them as one 

multidimensional sensor. 

3. EXPERIMENTAL RESULTS 

For an experimental evaluation of the proposed 

framework, let us consider its work on two tasks: 

recognition of user actions (HHAR, Heterogeneous 

Human Activity Recognition) and user identification 

by analyzing his movement. 

As a dataset for these two tasks, the dataset 

presented in [28] was used. The dataset contains the 

measurements of two motion sensors (accelerometer 

and gyroscope). The readings were fixed while the 

subjects performed certain actions without a strictly 

agreed order in advance. A smart watch and a 

smartphone were used to obtain sensor 

measurements. The dataset contains data from 9 

users who performed 6 actions (cycling, sitting, 

standing, walking, climbing stairs, descending 

stairs), as well as data taken from 8 mobile devices. 

For each task, the inputs to the proposed 

framework are data from the accelerometer and 

gyroscope. For the task of recognizing user actions, 

the actions performed by the subjects were taken as 

categories, and for the identification task, the 

subjects themselves were selected as categories. 

The measurements were split into 5 second 

intervals. Further, each interval was additionally 

divided into intervals of τ 0.25 seconds long. Next, 

the frequency response of the sensors was calculated 

for each time interval and the data from the time 

intervals were combined into tensors for further use 

as input to the framework. 

A mobile device with a Qualcomm Snapdragon 

820 CPU and Edison Compute Module was chosen 

as the hardware platforms for the experiments. The 

framework was trained on a stationary computer 

with a GPU. The trained networks were run on 

hardware platforms only using the power of the 

central processor, without the use of GPUs and 

DSPs. 

Three modifications of the proposed framework 

were used as analogs for two tasks. Also, for each 

individual problem, additional algorithms based on 

other classifiers were used. Let us give a brief 

description of the framework options that were used 

as a comparison: 

1) a framework with a single GRU layer 

(framework-1) with a higher dimension while ob-

serving the number of parameters. This comparison 

will allow you to check the increase in the efficiency 

of the framework when adding another GRU layer; 

2) a framework without a particular convolu-

tional net for each input (framework-2). Instead, 

combination of input is used, and for each interval 

its own single matrix is created, which is fed directly 

to the input of the fusion net; 

3) framework without fusion net (framework-

3). In this version of the proposed framework, the 

output of each particular convolutional network is 

transformed into a vector, after which the vectors are 

combined and the resulting vector is fed to the input 

of the recurrent network. 

For the task of recognizing user actions, the fol-

lowing analogs were used: 

1) the features proposed in [29] and [30] were 

taken and a random forest was used as a classifier 

(ActivityRec-RF); 

2) the same features as in the previous analogue 

were used, but the vector reference machine (Activi-

tyRec-SVM) was used as a classifier; 

3) this approach was proposed in [31] and con-

sists in using a stack of limited Boltzmann machines 

(ActivityRec-BM1); 

4) the approach was proposed in [32] and con-

sists in using a limited Boltzmann machine for each 

sensor input, after which another limited Bolman 

machine is used to merge the results (ActivityRec-

BM2). 

For the task of identifying users, the following 

analogs were taken: 

1) identification of a person by gait was pro-

posed in [33] and consists in extracting gait patterns 

from the data and using a reference machine of vec-

tors for comparison with a template (USER-ID-

SVM1); 
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2) another approach based on gait identification 

was proposed in [34]. The approach is based on the 

extraction of gait with the help of a convolutional 

network and matching with a model using a SVM  

and validation of the results using the Wald test 

(USER-ID-SVM2). 

3.1. HHAR task 

For the task of recognizing human actions, an 

assessment for individual objects was used (that is, 

the full amount of data of one person was used as a 

test sample). Three metrics were used for the 

assessment: accuracy, macro-averaged F1 score, and 

micro-averaged F1 score with a 95 % confidence 

interval. The results are shown in Fig. 2. 

 

Fig. 2. HHAR task evaluation 

    Source: compiled by the authors 

As can be seen from the obtained metric values, 

the proposed framework and its variants have sur-

passed other methods. It should be noted that the 

ActivityRec-RF and ActivityRec-SVM approaches 

use hand-selected features, while the proposed 

framework allows you to automatically extract more 

flexible features that are better generalized to users 

that are not in the training sample. 

Compared to the models ActivityRec-BM1 and 

ActivityRec-BM2, which are also based on deep 

learning, the proposed model generates better and 

more flexible features by using the time factor, as 

well as taking into account the relationship between 

multiple sensors. 

Compared to the framework options, the stand-

ard version achieves better performance: accuracy 

0.938 ± 0.034, macro F1 0.936 ± 0.038 and micro F1 

0.938 ± 0.034.  

Consider the error matrix for the proposed deep 

learning framework (Fig. 3).  

It can be seen that the prediction of the activi-

ties “Sitting” and “Standing” gives the largest error. 

This is due to the fact that the sensors used give sim-

ilar measurements when the subject is in one of 

these states. Also, there is a small error when trying 

to distinguish between the states “Climbing a lad-

der” and “Descending a ladder”. 

 

 

Fig. 3. Confusion matrix for HHAR task 

Source: compiled by the authors 

 

3.2. User identification task 

This task is designed to identify the user by 

analyzing his movement. A 10-block cross-

validation was used to evaluate the models. 

Figure 4 shows the evaluation of the models' 

operation at 5 time intervals at an interval of 1.25 

seconds. 

 

 

Fig. 4. Task evaluation for 5 time intervals 

Source: compiled by the authors 

 

Figure 5 shows the evaluation of the models' 

performance at 20 time intervals at an interval of 5 

seconds. 
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Fig. 5. Task evaluation for 20 time intervals 

                Source: compiled by the authors 
 

Three metrics were used for the assessment: ac-

curacy, macro-averaged F1 score, and micro-

averaged F1 score with a 95 % confidence interval. 

The proposed framework and its three variants 

are superior to analogous models. Compared to the 

USER-ID-SVM1 approach, which is to extract pat-

terns and then match against a pattern, the proposed 

framework can automatically extract features from 

the data, which work well not only when the identi-

fied person walks, but also when performing other 

actions. 

If we compare the proposed framework with the 

USER-ID-SVM2 approach, which consists in ex-

tracting templates and then using a neural network to 

extract features, then the proposed framework solves 

the problem in a fully automatic mode. 

The manual data processing process is com-

pletely removed, and the use of local, global and 

temporal relations gives the best result. 

Despite the fact that in the case of using 5 time 

intervals, all variants of the proposed framework 

show similar efficiency, at 20 time intervals the 

standard version achieves better efficiency: accuracy 

0.994 ± 0.006, macro F1 0.994 ± 0.006 and micro F1 

0.996 ± 0.006. 

Consider the error matrix for the user identifica-

tion problem (Fig. 6). 

Based on the results obtained, we can conclude 

that the proposed framework shows excellent results 

in this task. 

On average, two misclassifications occurred in 

each iteration of testing. 

Let us compare the work of the proposed 

framework with its three variants based on the num-

ber of used time intervals (Fig. 7). Let us evaluate 

the accuracy of the framework and its variants when 

changing the number of time intervals from 5 to 20, 

which corresponds to a duration from 1 to 5 seconds. 

 

Fig. 6. Confusion matrix for User ID task 

    Source: compiled by the authors 

 

 
 

Fig. 7. Accuracy over time intervals for  

User ID task 

Source: compiled by the authors 

3.3. Power consumption and inference time 

Consider the energy consumption and inference 

time of the framework and analog models. Assum-

ing that for a mobile device, computing task time 

and power consumption can be influenced by many 

other factors, measurements were performed on the 

Edison Compute Module using an external energy 

meter. 

Since the task of recognizing human activity 

and the task of identifying a person is not periodic, 

the power consumption was measured at the moment 

of inference of the models. 

Fig. 8 and Fig. 9 show energy consumption and 

inference time for the task of recognizing human 

activity. 
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Fig. 8. Energy consumption for HHAR task 

Source: compiled by the authors 

 
Fig. 9. Inference time for HHAR task 

Source: compiled by the authors 
 

Fig. 10 and Fig. 11 show energy consumption 

and inference time for the task of identifying a per-

son by his movement. 

 

 
Fig. 10. Energy consumption for User ID task 

Source: compiled by the authors 
 

 
Fig. 11. Inference time for User ID task 

Source: compiled by the authors 
 

For the task of recognizing human actions, the 

proposed framework and its variants consume a 

moderate amount of energy and cope with the task 

quickly enough. 

It is noteworthy that the ActivityRec-RF ap-

proach, which is based on the random forest algo-

rithm, shows a fairly long runtime. 

This can be argued by the fact that this method 

is an ensemble bagging method, which consists in 

combining deep decision trees. 

For the problem of human identification, all 

methods show approximately the same energy con-

sumption and inference time, with the exception of 

the USER-ID-SVM1 method, which includes a pre-

processing stage and a relatively large convolutional 

network, which leads to more energy consumption 

and slower operation. 

CONCLUSIONS 

In this paper, we propose a distributed frame-

work that uses deep learning methods to process da-

ta generated by different types of sensors in trans-

ducer networks. The proposed framework allows 

solving classification and regression problems. The 

architecture of the framework consists of particular 

convolutional net for processing data from sensors 

of the same type, a fusion convolutional net, and a 

recurrent net that allows you to extract features from 

time series that are formed when data comes from 

sensors. 

For experimental verification of the developed 

framework, the task of recognizing human actions 

and the task of identifying a person by movement 

were taken. Variations of the proposed framework 

with a modified architecture, as well as third-party 

approaches based on various machine learning 

methods, were used as analog methods. 

For the task of recognizing human actions, the 

proposed framework surpassed the analogous meth-

ods by about 8 %. According to the metric of accu-

racy, the proposed framework demonstrates the val-

ue of 0.938 ± 0.034, according to the metric "macro 

F1" the value is 0.936 ± 0.048 and according to the 

metric “micro F1” the value is 0.938 ± 0.034. 

For the task of identifying a person by his 

movement, the proposed framework surpassed the 

results of analogues by about 13 %. In terms of ac-

curacy metrics, “macro F1” and “micro F1”, the 

proposed framework shows a value of 0.994 ± 

0.006. 

Also, a study was carried out on the energy 

consumption and inference time of the proposed 

framework. The proposed framework and its vari-

ants consume a moderate amount of energy and cope 

with the task quickly enough. 

Possible directions for further work are further 

optimization of the structure of the fusion convolu-

tional net, as well as setting up a recurrent net. 
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АНОТАЦІЯ 
 

Дана робота присвячена розробці розподіленого фреймворка, заснованого на глибинному навчанні для обробки да-

них з різних сенсорів, які генеруються трансдюсерними мережами, які застосовуються в області розумних будинків. За-

пропонований фреймворк дозволяє обробляти дані, які надходять з сенсорів різного типу для вирішення задач класифі-

кації і регресії. Архітектура фреймворка складається з декількох складових: індивідуальних згорткових мереж, які обро-

бляють вхід з сенсорів одного типу, єдиної згорткової мережі злиття, яка обробляє безліч виходів індивідуальних згорт-

кових мереж. Далі, результат роботи єдиної згорткової мережі злиття подається на вхід рекурентної мережі, яка дозволяє 

витягувати значущі ознаки з тимчасових послідовностей. Результат роботи рекурентної мережі подається на вихідний 

шар, який генерує вихід фреймворка, виходячи з типу завдання, що вирішується. Для експериментальної оцінки розроб-

леного фреймворка були взяті два завдання: завдання розпізнавання дій людини і завдання ідентифікації людини по  ру-

ху. Датасет містив дані двох сенсорів (акселерометра і гіроскопа), які збиралися у 9 користувачів, які виконували 6 дій. У 

якості апаратних платформ було використано мобільний пристрій, а також апаратний пристрій Edison Compute Module. 

Для порівняння результатів роботи, були використані варіації запропонованого фреймворка з різною архітектурою, а 

також сторонні підходи, засновані на різних методах машинного навчання, включаючи опорні машини векторів, випад-

ковий ліс, обмежені машини Больцмана і так далі. В результаті, запропонований фреймворк, в середньому, перевершив 

інші алгоритми приблизно на 8 % за трьома метриками в задачі розпізнавання дій людини і виявився ефективнішим при-

близно на 13% в завданні ідентифікації людини по руху. Також було виміряно споживання енергії і час роботи запропо-

нованого фреймворка і його аналогів. Було виявлено, що запропонований фреймворк споживає помірну кількість енергії, 

а час роботи можна оцінити як прийнятний. 

Ключові слова: Розумна будівля; інтернет речей; глибоке навчання; згорткова нейронна мережа; вентильний реку-

рентний вузол; рекурентна нейронна мережа; довга короткочасна пам’ять 
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