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ABSTRACT

In this paper, a method of forming definitions of terms for a vocabulary of a subject domain using existing explanatory
dictionaries is proposed. It is shown that with a combined search for terms and their interpretations, it is possible to find about ten
percent of definitions, which is clearly not enough. A method of automated search for the interpretation of terms is proposed,
involving the use of existing explanatory dictionaries. A mathematical model of the subject domain dictionary entry is proposed. A
mathematical model of an explanatory dictionary entry is proposed, taking into account the headword, a variety of interpretations of
the word, litters and stable phrases. A mechanism has been developed for extracting definitions of a term from an explanatory
dictionary depending on the structure of its dictionary entry. An algorithm for automated search for definitions for single-word terms
has been developed. An algorithm has been developed for the automated search for definitions for verbose terms, based on the
selection of nouns from the term. A mechanism for assessing the quality of possible interpretations, depending on the occurrence of
terms from the subject domain, is proposed. A mechanism has been developed for the choice of definitions, when the terms from the
vocabulary of the subject domain and the explanatory dictionary are coinciding incompletely, which is based on the procedure of
term decomposition, the search for partial interpretations and the synthesis of the resulting interpretation. The software developed
that allows to organize the search for interpretations of terms both in local explanatory dictionaries (previously loaded into the
system), and in online dictionaries. The expert’s task includes the evaluation the interpretations found and possibly editorial
correction of them. Experimental evaluation of the effectiveness of the use of a software product showed a reduction in the expert’s
working time compared to the “manual mode” by approximately four times.
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I. INTRODUCTION

Usually, a domain dictionary (DD) is a
specialized explanatory dictionary, which gives
definitions to a set of concepts related to the
activities of a certain organizational structure [1, 2],
[3]. Domain dictionary is used to solve a variety of
tasks related to the creation and maintenance of
software  products (SP): formulation and
coordination of requirements for SP, database
design, creation of user interfaces, writing various
manuals, etc. [4, 5], [6, 7].

There are two main types of dictionaries
according to their content: encyclopedic and

The main type of the linguistic dictionary is the
explanatory dictionary. Explanatory dictionaries
differ in the volume of the dictionary, technical
means of presenting the material. Therefore, before
using the dictionary, it is necessary to be acquainted
with the “System notes” — conditional abbreviations
(usually found in the intro to the dictionary).

According to the functions and purposes of
creating, explanatory dictionaries are divided into
descriptive and normative.

Descriptive dictionaries are designated for a
complete description of the vocabulary of a certain

linguistic [5]. The object of the description in the ~SPhere and fixation of all available —uses.
encyclopedic dictionary and encyclopedia — various ~ (“Explanatory dlc'E!onary of the common great
objects, phenomena and concepts; Russian language” V. 1. Dal [8, 9], [10],

the object of the description in the linguistic
dictionary — a unit of language, most often a word.

By the way the material is organized, linguistic
dictionaries are divided into alphabetic (most
common), family (one dictionary entry interprets not
the word, but the entire word-formation family) and
semi-family  (derived words of a different
grammatical category than the headword).

© Kungurtsev O., Zinovatnaya S., Potochniak la., 2019

“Explanatory dictionary of the English language”
Oxford Dictionaries Online [11], “Explanatory
dictionary of the Ukrainian language” Institute of
Linguistics Online A. A. Potebni [12]).

The purpose of the normative dictionary is to
show the standard use of the word, eliminating not
only the wrong use of words associated with an
erroneous understanding of their meanings, but also
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those uses that do not
communicative situation.

The dictionary consists of dictionary entries
[13, 14], [15, 16]. Dictionary entry is brief linguistic
information about a word. In its turn, the dictionary
entry consists of the following components:

— the headword (usually in bold and capital
letters) with the emphasis. Sometimes it contains
comments to the pronunciation in square brackets;

— interpretation of the word contains:

a) notes — a brief description the words
expressed by the adopted reduction of the
corresponding term describing the use of the word
(usually in italics);

b) definition (dictionary definition);

— illustrative material as a means of word
semantics;

— collocations based on the headword;

— derived words (a sign of the family
dictionary).

Compilation of explanatory dictionary for a
certain language or a certain branch of knowledge is
a very time — consuming and poorly automated
process that requires many months of work of highly
qualified specialists. Therefore, when compiling the
DD, there is a task to automate and speed up the
process of dictionary compiling.

correspond to the

I1. ANALYSIS OF THE LITERATURE
DATA AND FORMULATION OF THE
PROBLEM

There are a number of works on creation of DD
in English [13], [11], Russian [17-18], [19],
Ukrainian [20, 21], [22] and other languages.

The paper [1] focuses on the automated
selection of terms from the texts in Russian from a
given subject area. The interpretation of the terms is
entrusted to the expert, who is offered to use a pre-
selected set of dictionaries online. The study [7]
deals with the automation of the allocation of terms
from the texts in the Ukrainian language, but there
are no solutions to automate the process of
interpretation of terms.

A number of studies have considered in detail
the structure of existing dictionaries and the
conditions for the successful search of definitions,
however the algorithms for their selection in the
automated search is not proposed [5; 23]. In
addition, the dictionary entry of the explanatory
dictionary is mainly intended to define one word,
while the terms of the subject area, as a rule, contain
several words, for example, “operating system”,

There are certain rules for the interpretation of
collocations based on the headword, but there are
not enough of formalized rules for their allocation
[24; 25]. Therefore, the automation of the retrieval
of the interpretations of the terms is highly relevant
and largely unresolved challenge [26].

The problem of interpretations highlighting is
the high complexity of their definition [27].

The proposed solution is to automate the
process of determining the definitions of terms for
the DD based on the allocation of interpretations
from the analyzed document and public dictionaries.

To solve the problem, the following tasks have
been formulated:

— determination of the conditions for
determining definitions directly from the analyzed
document;

— allocation of definitions of the term from the
dictionary;

— filtering of definitions depends on notes;

— filtering definitions based on the analysis of
the entry of terms from the DD;

— selection and layout of definitions for
multiword terms.

I11. SEARCH OF INTERPRETATIONS
COMBINED WITH A SELECTION OF TERMS
FROM DOCUMENTS

The analyzed document [28] may introduce
some new concepts (terms) or provide a new
interpretation of the known ones. Then the definition
of the term can be included in the text in close
proximity to the term itself. To wverify the
effectiveness of the interpretation search directly in
the text on the basis of which the DD is build, the
analysis of text documents from various subject
areas with a total volume of 50,000 words was
carried out. As a result, 257 terms were allocated.
For the 27 terms interpretation were found directly
in the analyzed texts. On the basis of the study it was
concluded that the development of methods of
interpretation search combined with the selection of
terms is futile.

IV. THE USE OF EXISTING
EXPLANATORY DICTIONARIES

We assume that the search for definitions of
terms in all cases will use pre-compiled specialized
or broad-profile dictionaries.

At Fig.1 the dictionary, entry is presented in a
simplified form.

“waybill”,  “medical history”, *“schedule of If you want to find an interpretation of a one-
commuter trains”. word term, you should choose one or more definitions

from Definitionl ... Definition n (for example, for the
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term “System”). If the task is to find a definition for a
multiword term (for example, “Operating system”),
then you should look for a suitable collocation (in
Fig. 1 is the system + T1, system+T2) and make a
choice from the definitions that apply to it.

For the formation of DD, we will use a work
piece for open DD without interpretations (contains
only terms and their frequency characteristics), as
well as some downloaded DD with online access,
organized through some system that allows to extract
information from sites such as Interpretation [29].

Dictionary entry

Term Definitions
System Definition 1
Definition n

Sustainable phrase Definitions

Definition n+1
System + T1

Definition n+k

System + T2 Definition n+k+1

Fig. 1. Simplified structure of the

dictionary entry
Source: compiled by the authors

Let us present the explanatory DD in the form of

To ={< to,tt >}, Q)
where: to is a term from the subject area; tt —
interpretation of the term (one or more sentences,
originally an empty line— tt=«»).

Let’s present the explanatory dictionary of a
wide profile in the form of:

Td ={<td, ma >} , )
where: td is a term from the Td dictionary; ma —
multiple interpretations of the term td (dictionary
entry).

In general, the term to can consist of several
words:

to= el...en . (3)

Search for interpretations of one-word terms
(OT).

We will assume beforehand that the term to is

OT (to = e;). Then the task of interpreting to can be

formulated as follows. If td is found, such that td = to,

then from a variety of interpretations ma, we need to

choose one or more interpretation definition options

(IDO), which for some formal features is most
suitable for the subject area.

Let's set the task of reducing possible IDO.
Typically, dictionaries contain abbreviations that
define the scope of the term, for example, area of
activity (Mat. — mathematics, mus. — music, comp.
sc. — computer science), style (folk-poet — folklore-
poetic, dismiss. — dismissive), etc. We call such
reductions characteristics of the option. Then IDO
interpretation of the term (family) can be represented
as:

ma; ={< mc,tx >}, 4)

where: mc is the set of IDO characteristics; tx — IDO
text.

Since not every IDO can contain characteristics,
it is possible that mc = @.

For a particular domain, we will create many
invalid mCa characteristics and lots of options for
mCi characteristics. This allows us to distinguish
from the set of ma a subset of ma' interpretations of
the term that satisfy the following conditions:

dc. |c. emcac. emCi
] J

VCJ_ |cj emc/\cj emCa}' ©)

Since not every family has a characteristic and
several different families can have the same
characteristics, after selecting the IDO according to
the conditions (4), there may be several of them. To
further reduce the number of IDO, it is proposed to
select the most suitable IDO from ma' by counting the
number of occurrences of terms from To in each tx
from ma'. To do this, let's introduce ma' as:

ma’ ={< tx,k >},
where: k is the number of term occurrences from To
to tx; tx is represented as a sequence of words (tx =
€1...en).
We write operation of calculation of the number
of occurrences of term from To in tx (preliminary k =
0):
(if ((&; :toj)ei etX/\tOj eTo)k =k+1)
_ _ ,(6)
i=1n;j=1q

where: gq=To|.

After calculation k all IDO, which are not part of
the terms of the subject area:

Vtxj |txj € ma /\kj =0,

excluded from ma’, and the remaining are sorted in
ascending order by k.

ma':{<txj,kj SH :1,m—1;kI 2k|+1’

where: m=|ma|.

Thus, the expert is provided with m IDO to
select and edit the term.

The search method of the multiword term
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interpretations (MT).

There are dictionaries of word combinations [5],
but they represent only a small number of commonly
used word combinations. In ordinary explanatory
dictionaries word combination are used as an IDO of
some basic term. This determines the next stages of
interpretation search for MT.

A) The allocation of the MT nouns. Since nouns
carry the main semantic load, the interpretation of MT
suggests the search for interpretation to start with
nouns.

We introduce additional information into the MT
submission in accordance with (3). To do this, each
element (word) is represented as:

& :<Wi,wi',ai>, )

where: w; represents one of the words of MT, w —
represents w; in normalized form, a; i - part of speech
w; (noun, adjective, number, ...).

B) Definition of search priorities for nouns.
Some nouns that are included in MT can represent
OT in the subject area under study. It is recommended
to start the search for interpretations with these nouns.
This will allow you to partially combine the search of
MT and OT. In addition, it is possible to assume that
a noun used only as a part of MT has a highly
specialized meaning, which will make it difficult to
find it in Td. Thus, we form a sequence of words to
search for IDO in Td. :

to':wi,...,wi,...,wh, 8)

where: their location is subject to the following
condition:

(VWi | (W} €To)aw;_; € To) A (YW | (aj = noun)

aw;_4 | aj_4 =noun);i =2,n.

C) Search of OT in the Td. For each element of
(8) satisfying the condition w'ieTo, is searched
according to IDO in paragraph 1.

D) Search of IDO for the MT based on noun.
Dictionary entry Td can have a number of
interpretations of collocations, which include the
defined term. The generally accepted word order in
such a phrase can be changed. Often defined term
(represented as the first letter of the word) takes the
first position in the word combination. In accordance
with the above, it is proposed to present the
explanatory dictionary entry of the Td in the form of:

ar =<td,{s,ts} >,
where: S is a word combination; ts is IDO,
corresponding to the interpretation of the term td in
this word combination.

Each phrase will present many of its constituent
words, with previous deletion of linking words:

s={ws;}=1n.
Similarly, let's present MT:

to={wt}j =1k,

We define a set of ma' IDO for MT that can be
provided to an expert. Originally ma' = @. Since there
are, no assurance that in Td will be found the word
combination matching with to, it makes sense to
memorize the word combination, which partially
correspond with to.

The terms of placement of S inma' is:

(X=tons)A|X 22 ,tocs.

Therefore, if an S containing two or more words
fromt0 s found, then such an incomplete
interpretation is included in ma'. Also ma ' includes
all S that match with to or have additional words.

E) Assessment of the relevance of IDO from
ma'. If one or more IDO are found, such that to = S
then all s # to are excluded from ma’'.

If |[ma’| > 2, then it is necessary to estimate each
IDO entering ma'. To do this, in accordance with the
operation (6) the occurrences of terms from a To in
each IDO of the ma' must be calculated. Elements of
the ma' set are sorted in descending order by the
number of term occurrences. IDO that do not contain
terms or have a small number of term occurrences are
discarded.

F) Search for IDO based on all the words in the
MT. If the search for IDO on the basis of nouns did not
give results, in accordance with the previously
described procedure, the search for IDO is based on all
the words that make up the MT.

G) Search for IDO, which partially cover MT. If,
as a result of the search for IDO in accordance with
paragraphs D) and E) in the set of ma' there are no
elements such that to = S, it is proposed to use
phrases containing only part of the words included in
MT.

We assume that the number of words in each
element ma' is a measure of its correspondence to
MT. To do this, we order the elements of ma' in
descending order of their power:

V(sj € ma')Hsi_1 ema’|(| Si1 2l s; );i=2,n.

Similarly, to the point E) let's assess the
relevance of IDO from ma'. IDO with a small number
of words and a small number of occurrences of terms
from To are discarded.

For the remaining IDO of ma' it is necessary to
give the interpretation of words that are included in
MT, but not included in S and those that are included
in S, but not included in MT. We define sets of these
words:

Yl=to\s where |to|>s],
Y2 =s\to where |s|>to].
It is necessary to present one IDO as several

constituent parts required for the introduction of
structuring for the S. Let's present (IDO) as:

14 Systems analysis, applied information
systems and technologies

ISSN 2617-4316 (Print)
ISSN 2663-7723 (Online)



Applied Aspects of Information Technology

2019; Vol.2 No.1:11-19

s =<{ws; }.{w, ,{Wj}}>, 9

where: {ws;} is the set of words representing the main
partial interpretation of MT; w, is one of the words in
the set Y1 or Y2; w; is set of words representing the
interpretation of the word w;.

The representation of IDO in the form (9) allows
providing the expert with the most comprehensive
information available on options of the interpretation
of MT.

V. METHOD IMPLEMENTATION

In accordance with the proposed method of
determining the interpretation, algorithms to find the
definition of one-word and multi-word terms were
developed.

The search of a single word term interpretation is
shown with following algorithm:

1. Acquiring information about the term (normal
form of representing a term).

2. Performing a process of search an
interpretation of the term in a local dictionary. If the
interpretation was found, performing fixation of the
interpretation, otherwise, performing search of the
interpretation in connected dictionary.

3. Performing a return of the allocated term
interpretations:

— if there was found a single interpretation of the
term - performing save of the interpretation;

— if there was found several interpretations of the
term — performing process filtering and sorting
definitions based on data of the domain dictionary
and then performing save of interpretations;

— if there was not found an interpretation of the
term, returns only it name, which allows to an expert
perform a search and save the interpretation
manually.

The search of a multi-word term interpretation is
shown with following algorithm.

1. Acquiring information about the term (the
term, component parts of the term and normal form of
all it parts).

2. Performing process of allocating keywords
and combinations of partial phrases.

3. For every selected keyword performed the
process of search a single word term and fixation of
returned value.

4. Performing search of an interpretation for the
single word term in either connected or local
dictionary.

5. Performing fixation of the interpretation for
the returned value.

6. For every fixed term and it interpretation,
performing acknowledge of similarity with a multi
word term by a set of words.

7. Performing a process of sorting the
interpretations by the result of the a know ledges and
then goes validation on whether the interpretation
exceeds the limit of number returned definitions:

— if the limit is exceeded — performing exclusion
of the interpretation by the least number of
occurrence of the term in the domain dictionary.

— if the limit is not exceeded — exclusion is not
performed.

8. Performing a return of the allocated term
interpretations:

— if there was found a single interpretation of the
term - performing save of the interpretation.

— if there was found several interpretations of the
term — performing process filtering and sorting
definitions based on data of the domain dictionary
and then performing save of interpretations.

— if there was not found an interpretation of the
term, returns only it name, which allows to an expert
perform a search and save the interpretation
manually.

On Fig. 2 is given schema of packages of
program modules. Purpose of packages is following:

— User side — the user side, the user is “Expert”,
which edits the interpretation of terms and stores
them based on the results of the search.

— Terms allocation system — a term allocation
system that provides a list of terms with parameters
for searching.

— WebSites / SeleniumWebDriver — websites
with  online  dictionaries that work  with
SeleniumWebDriver.

— WebDictionary is responsible for working with
online dictionaries and looking for a term in them.

— Dictionary — is responsible for looking for the
interpretation of the term, the main class of the
program. It focuses on the basic logic of finding a
term’s interpretation.

— Term - the term model, describes the term and
its parameters.

— FileWorker - is responsible for working with
files (reading connected dictionaries, reading and
writing the internal dictionary).

— View - view, responsible for the graphical
component and work with the user interface.

On Fig. 3 given the program product which
implements  the algorithm of search  of
interpretations single word and multi word terms.

At Fig. 3 shown a window of the software
product that represents the results of the search for
the interpretation of the multiword term “computer
software”. The word combination was not found, the
result was presented in the form of interpretations
for two words — “computer” and “software”.

At Fig. 4 the result of the search for the
interpretation of the term “computer programs” is
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presented. Of the two definitions of “computer” and
“computer program”, preference was given to the
second one based on the calculation of entries in the
definition of other terms from the DD.

VI. EVALUATION OF THE
EFFECTIVENESS OF THE METHOD AND
SOFTWARE, DEFINITION OF TERMS OF

INTERFERENCE
For the experiment with 63400 terms were
randomly selected 5 lists of 30 terms from different
subject areas. Tests were carried out in 3 modes: in

manual mode, when the expert had to find and edit
the definition of the term using online dictionaries;
in the automated mode, when the search was
performed by the program on the built-in and
external dictionaries, and the expert edited the
results; in the optimized mode, when the search was
performed by the program, but the previously
obtained terms from the corresponding subject area
were taken into account. The results of the
experiment are shown in Fig. 5

|
1 DictionarySystem
WebSites Dictionary
WebDictionary
+start(Stage stage)
3 = o't AR L e i ] +SearchWordInWebVedu() +SearchWordinExternal({String word, String dictionary): String
Seleamiebiver +findWordinWebSlovopediaf) Hrihal search({inag Word] iy
+findWordinWebSumlng) +SaveWord(String definition): int
l\ +goToServerPanel()
" +goToMainPanel()
L +searchProcessing(String term, String dictionary, bool useExternal)
+indWordInDic(String word, int dicPos)
+FilterAndSortDefinitions(String defs)
+QOperation1()
=Y ®
View Term FileWorker
+InnerAttributes +write(String fileName, String text)
:segrcTE:ﬂonFushed(AcnonEvem event) +read(String fileName): Arraylist<String>
e scEont o) e B et Arayis<Sing?)
+directTicked() ! d  IEXL ATy g
+goToServerPanel()
+initialize(URL url, ResourceBundle rb)
A
i I
HshrSida : : Terms allocation system
Expert =
Fig. 2. Schema of packages of program modules
Source: compiled by the authors
| Domipnay - ds Dictiarsry - o =
faarch resull misrpresyions of serhaas iems Saarch resull iplspreiatons ol verboss leems
Tarms Terms Tenm selriloes
= O Pl Pl S L - COMPUTER - @ 3 programmasis davine baf zan glae
inlan, A procsis diti
A crenpus
BT - hearchn
Loms - Lsamch
Do amaich F Fxtamaldic I-ozed in axismad socabulary Rawe Capcal
Diwect search [l Exmai g Fousd in axlersal vocalulary S Laiie

Fig. 3. Research results interpretations of the

term “computer software”
Source: compiled by the authors

Fig. 4. Research results for interpretations of the
term “computer program”

Source: compiled by the authors
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100 VII. CONCLUSIONS

% The analysis of the existing methods of
constructing DD for software projects and the need
to reduce the time for the preparation of descriptions
of terms are made. The method of definition of

80
70

E W interpretations is proposed. This method allows to
g 50 automate the process of determining the definitions
s 40 of terms of subject areas. Algorithms and software
= 30 that implement the proposed method is developed.
-1

2 The experiments have confirmed the effectiveness of

0 - the proposed solutions. The results of the study can

be used in the development of software products "by

order" at various stages of design: collection and

Manual mode ® Automated mode ® Improved mode ana_lysis of requirements’ database development,
writing project documentation, etc.

0

Fig. 5. Time to determine the interpretation of

terms in different modes
Source: compiled by the authors
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AHOTAILIA

B pobori 3amporoHoBaHO criocid (OpMyBaHHS TIyMadeHb TEPMIHIB U CIOBHHKA HPEAMETHOI 00NIAcTi 3 BHKOPHCTAHHSM
ICHYIOUMX TIyMAa4YHUX CJIOBHHKIB. 3arpoNOHOBAHO MATEMAaTHMYHHN ONWC MPOIEAyp IOMIYKY TIyMadeHb 1 alrOpHTMIB, sKi iX
peai3yioTs. 3ampoIOHOBAHO METOJ ABTOMATH30BAaHOTO IIONIYKY TIyMAadeHHS TEPMiHIB, SIKMH XapaKTepU3YeThCS IiAKIIOYCHHSIM
ICHYIOUMX CJIOBHHKIB, OLIHKOIO SIKOCTi TIyMadueHHs 3a HasBHICTIO B HbOMY TEpPMiHIB 3 MPEIMETHOI 00JIacTi, CHHTE30M TIyMadueHHS B
pasi po30DKHOCTI TEPMIHIB, IO JO3BOJISIE CKOPOTHTH Yac POOOTH eKCIepTa 3i CIIOBHUKOM. Po3pobieHo mporpaMue 3abe3medeHns, o
JIO3BOJISIE 1CTOTHO TIPHCKOPHUTH TIPOLIEC MOMIYKY TIIyMadeHb TePMiHIB IS CJIOBHHKA IpeaMeTHOI obnacti. B pobori 3ampononoBanmit
croci® ¢opmyBaHHS BH3HAYECHb TEPMIHIB [UIS CIIOBHMKA IPEIMETHOI 00JAcTi 3 BUKOPHCTAHHSIM iCHYIOUHMX TIyMadHMX CIIOBHHKIB.
ITokazaHo, 10 Hpu 00'eAHAHOMY MOLIYKY TEPMIHIB i 1X TiyMaueHb MOXHa 3HaiWTH Onu3bko 10 % nediHinii, mo sSBHO HEXOCTATHBO.
3anponoHOBAHO METOJ aBTOMATH30BAHOIO IIONIYKY TIyMAadeHHS TEPMIHIB, IO Tependadac BUKOPHCTAHHSA 1CHYIOUMX TIyMadHHX
CJIOBHHKIB. 3aIlIpOIIOHOBAHO MaTeMaTHYHY MOJIENb CIIOBHHUKOBOI CTATTi CJIOBHHUKA NPEIMETHOI 00J1acTi. 3apornoHOBaHO MAaTeMATHIHY
MOZIEITb CIIOBHHKOBOI CTAaTTi TIyMAaYHOrO CJIOBHHKA, II[0 BPaXOBYE HAMTOJOBHIIIE CIIOBO, MHOXKHHY TJIyMa4eHb CJIOBA, ITOCIIJ 1 CTilKi
CIIOBOCTIONy4eHHS. Po3pobieHo MexaHi3M BHALICHHS AediHINii TepMiHa 3 TIyMadyHOro CIOBHHKA B 3aJ€XKHOCTI BiJ CTPYKTYpH HOro
CIIOBHHKOBOI CTarTi. PO3p00ieHo anroput™ aBTOMATH30BaHOTO MOMLIyKY AeiHiIii 1Ist ofHOCIIBHUX TepMiHiB. Po3pobieno anroputm
aBTOMATH30BAaHOTO OMIYKY AediHimiil w1 6araTocIiBHUX TEPMIHIB, 3aCHOBAaHMH Ha BHUJUICHH] 3 TepMiHA IMEHHHUKIB. 3aIIPOIIOHOBAHO
MEXaHI3M OLIHKM SKOCTI MOMUIMBHX TIyMadeHb B 3aJIEXKHOCTI BiJl BXOKCHHS B HHX TEpPMiHIB 3 IpeaMEeTHOI 00macti TepMiHa.
Po3pobneHo MexaHi3M BUOOpY AehiHiLiil Py HEMOBHOMY 30ir'y TEPMiHiB 3i CJIOBHHKA NPEIMETHOI 00JIacTi Ta TIyMayHOro CJIOBHHUKA,
3aCHOBAHUI Ha MPOLEAYPl JEKOMITO3UIIIT TepMiHa, TOIIYyKY YaCTKOBHX TIyMAadeHb 1 CHHTE3Y Pe3yNbTYIouoro TirymadeHHs. Po3pobieHo
nporpamHe 3a0e3MeyeHHs!, SIKe J03BOJISIE OPraHi3yBaTH IMOIIYK TIyMauyeHb TEPMIHIB SK B JIOKAJILHUX TIYMAYHHUX CIIOBHUKaX (paHilie
3aBaHTaXEHHUX B CHCTEMY), TaK i B OHJIAIH-CIIOBHHUKAX. Y 3aBJaHHS €KCIIEpTa BXOAWTH OLIHKA 3HAMICHHUX TIyMaueHb i MOXIIMBO, IX
penaryBanHs. ExcriepuMeHTasbHa OIiHKA e()eKTHBHOCTI 3aCTOCYBaHHS MPOrPaMHOr0 MPOIYKTY IOKa3ala CKOPOYEHHs dacy poOoTH
eKCTepTa MOPIBHSIHO 3 «PYYHUM PEKUMOM» IPUOIU3HO B 4 pa3u.
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AHHOTALIUA

B pabotre npeioxeH cnocod hopMHUPOBaHHS ONpeeICHHI TEPMUHOB Ul CIIOBAPS NPEIMETHOH 00IaCTH C HCIONB30BaHUEM
CYIIECTBYIOIMX TOJNKOBBIX cioBaped. [IpemmoxeHo MaTeMaTHdeckoe ONMMCAHHE NPOLEAYp MOMCKA TOIKOBAHHWI M alTOPUTMBI,
KOTOpble nX peann3yioT. IIpemnokeH MeTo aBTOMAaTH3HPOBAHHOIO ITOMCKA TOJIKOBAHMS TEPMUHOB, KOTOPBIM XapaKTEpU3YeTCs
MOAKITIOYEHNEM CYIIECTBYIOIIUX CIOBAapeH, OIEHKOH Ka4ecTBa TONKOBAHMS MO HATHIMIO B HEM TEPMUHOB M3 IIPEAMETHOH obacTy,
CHHTE30M TOJKOBAaHMS B CIydac HECOBIAJCHUS TEPMUHOB, YTO IO3BOISET COKPATHTh BpPEMsS PabOTBI JKCIEpPTa CO CIOBAPEM.
Pa3paborano mporpamMmHoe oOeclieueHue, MO3BOJSIONIEE CYIIECTBEHHO YCKOPHUTH IPOIECC IOHCKA TOJIKOBAHUM TEPMHUHOB JUIS
CJIOBapsl IPEIMETHOM 00IacTH.
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