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ABSTRACT

Attending classes by students is associated with the assimilation of educational material by students and the ability to plan and organize
activities. However, at present in educational institutions, as a rule, student attendance is recorded manually. Activities are performed
frequently and repeatedly, thus wasting instructors' study time. Additionally, the face is one of the most widely used biometric
characteristics for personal identification so an automated attendance system using face recognition has been proposed. In recent years,
convolutional neural networks (CNN) have become the dominant deep lellarning method for face recognition. In this article, the
features of building an automated student attendance system by biometric face recognition using the convolution neural network model
has been discussed. Analyzed and solved the main tasks that arise when building an automated student attendance monitoring system:
creating a dataset of students' face images; building and training a biometric face recognition model; face recognition from the camera
and registration in the database; extension to the face image dataset. The use of the capabilities of the Python and OpenCV libraries is
shown. The conducted testing of the accuracy of the developed CNN model of biometric face recognition showed good results — the
overall accuracy score is not less than 0.75. The developed automated student attendance monitoring system in classrooms can be used
to determine student attendance in different forms of the educational process. Its implementation will significantly reduce the
monitoring time and reduce the number of errors in maintaining attendance logs. The introduction of an automated attendance
monitoring system will significantly improve the organization of the educational process to ensure its quality.

Keywords: Biometric Face Recognition; Convolutional Neural Network; Deep Learning; Computer Vision; Face Detection;
Haar Cascade; Image Processing; Face Dataset

For citation: Quoc Tuan Le, Svitlana G. Antoshchuk, Thi Khanh Tien Nguyen, The Vinh Tran, Nhan Cach Dang. Automated Student
Attendance Monitoring System in Classroom Based on Convolutional Neural Networks. Applied Aspects of Information Technology 2020; Vol.3
No.3: 179-190. DOI: https://doi.org/10.15276/aait.03.2020.6

INTRODUCTION us to assess the number of absenteeism, as a
characteristic of not only the activity of students, but
also the demand for the discipline, its relevance and
develop measures to improve the organization of the
educational process. The collection, analysis and
systematization of data on student attendance usually
take into account information from the attendance
registers in classrooms. Such journals are filled in
either by teachers or by responsible students
manually. Therefore, the step of collecting attendance
data is lengthy and usually not particularly objective.

Academic attendance is an important component
of the organization of the educational process.
Student attendance, which means the presence of
students in the classroom in order to master the
educational program, is associated with the
assimilation of educational material by students and
the ability to plan and organize activities. Those, the
class attendance determines the academic
performance and organization of students, makes it
possible to predict the quality of training of future
specialists and manage the course of the educational LITERATURE REVIEW
process in an educational institution. It should be
noted that the organization of the student attendance
monitoring system in educational institutions allows

Faces are one of the most widely used biometric
characteristics for personal identification. The first
works in this direction began to appear in the 1990s,

but since that time significant progress has been made
in the field of face detection and recognition [1]. Face
recognition (FR) is defined as the process of

This is an open access article under the CC BY license (https://creativecommons.org/licenses/by/4.0/deed.uk)

© Le Quoc Tuan, Antoshchuk S.G., Nguyen Thi Khanh
Tien, Tran The Vinh, Dang Nhan Cach, 2020

ISSN 2617-4316 (Print) Computer science and software engineering 179
ISSN 2663-7723 (Online)


https://doi.org/
mailto:tuan.le@ut.edu.vn
mailto:tiennguyenonpu@gmail.com
mailto:ttvinhcntt@gmail.com
https://doi.org/

Applied Aspects of Information Technology

2020; Vol.3 No.3: 179-190

identifying people using a face image [2-7]. Face
recognition is widely used in biometrics, when
organizing security, accessing controlled areas,
monitoring compliance with the law by various law
enforcement agencies [8-9]. At present, the problem
of effective face recognition is a priority in the list of
research papers on computer vision. One of the most
effective approach to its solution is the development
and application of new neural network models [10-
11], especially based on deep learning [9]. In recent
years, as analysis of the literature shows,
convolutional neural networks (CNN) have become
the dominant deep learning method for recognizing
visual objects [12-14]. This is due to several
advantages of convolutional neural networks -
invariance to scale, translation, rotation, and lighting.
The analysis showed that CNNs are able to solve
various practical problems where face recognition is
required [15]. In addition, the disadvantage of CNN —
long training time, can be eliminated by using
pretrained CNNs and the possibility of additional
training by increasing variations in the dataset and
increasing the size of the dataset [16]. It should be
noted that the accuracy of CNN recognition strongly
depends on the size of the training datasets [17]. But
for face recognition, there is a large training data set
— ImageNet [18], which contains more than 14
million images, which makes it possible to make
effective preliminary training of CNN [19]. Complex
datasets are also used for deep convolutional neural
networks (DCNNs), for example, WIDER FACE
[20-21] and MegaFace Challenge [22], Labeled
Faces in the Wild (LFW) [23]. Another advantage of
CNN is the ability to implement them on powerful

GPUs [24] and improvements in the CNN
architecture [25]. Accuracy analysis of biometric face
recognition was performed for different DCNN
models (CenterFace [26], SphereFace [27], FaceNet
[28], CosFace [29], ArcFAce (LResNetl00E-IR)
[30]) when using different sets (MegaFace Challenge
and LFW) for training (Table 1). Note that the
MegaFace Challenge sets and their subsets (subsets -
CASIA-WebFace, CACD Celerity + and Refined
MS-Celeb-1M, VGG2) and LFW (FaceNet) are
large-scale public databases and allow training and
benchmarking to fairly compare algorithms no bias in
using private datasets. This solves the problem of
insufficient reproducibility of results [30] caused by
the use of private databases for training with modern
CNN methods [31]. As can be seen from the analysis
in the Table 1, the accuracy of face recognition on
different DCNN models does not exceed 84 % in
testing mode/

Another fact in favor of using DCNN is the
simplicity of implementation, since for the
implementation of face recognition systems using
DCNN, the Python programming language has
proven itself as one of the best for the development of
artificial intelligence (Al) [32]. The language Python
has many libraries that support Al. For example, the
open source TensorFlow library, created by the
Google Brain research team, is written using Python
[33-36]. Google uses this library to program and train
neural networks to learn Al. Another well-known
library scikit-learn [37], which is used in Al research,
for training machine learning, for controlling
industrial systems.

Table 1. Results of biometric face recognition for Ifw and the mega face challenge (mf1)

Model/Method Training Dataset | Number Loss function Biometric face
of NNs recognition
CenterFace CASIA-WebFace, 1 Center Loss 65.23 % (MF1)
CACD Celerity+

SphereFace CASIA-WebFace 1 Angular softmax 75.77 % MF1

(small protocol)
FaceNet FaceNet 1 Harmonic triplet loss | 70.49 %(large protocol)
CosFace CASIA-WebFace 1 Large Margin Cosine | 79.54% (small protocol)

84.26 % (large protocol)
ArcFAce Refined MS-Celeb- 1 Additive  Angular | 83.27 % (MF1)
(LResNet100E-IR) | 1M, VGG2 Margin loss

Source: compiled by the author

In general fields of application of image
recognition in Python, it is possible to work with this
direction through the OpenCV library [38-44].
OpenCV is an open source library containing over

2,500 image processing and video stream algorithms.
The simplest actions available in OpenCV are
opening images and video streams, overlaying text
and other objects, applying filters to an image, and
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distorting. Python has several powerful and popular
libraries that are designed to work with big data:
analysis, visualization, trend forecasting [45-46]. For
example, the Matplotlib library is one of the most
popular data visualization libraries. The Pandas
library is used to analyze information.

PURPOSE AND TASKS OF WORK

Within the framework of this study, it is
proposed to automate the process of monitoring
student attendance in classrooms using modern
computer vision technologies — technologies for
biometric students' faces recognition based on the
DCNN model. The purpose of this article is to
develop an automated student attendance monitoring
system in classrooms based on the developed and

previously trained DCNN, which will allow for an
objective, prompt and accurate record of student
attendance in classrooms.

Based on the DCNN’s review and given Python
library features, the structure of the automated student
attendance monitoring system (AAM) is proposed,
which allows solving the following
(Fig. 1):

— Creating a dataset of face images;

— Building and training DCNN model for face
recognition;

— Face recognition from the camera;

— Expanding the dataset

— Formation of attendance reports.

Consider the features of the components of the
AAM system.

y

Databases
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i I Training the DCNN i i
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Fig. 1. Generalized diagram of the AAM structure
Source: compiled by the author
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AUTOMATED ATTENDANCE
MONITORING SYSTEM

From the generalized diagram of the AAM
structure (Fig. 1), it is clearly seen that it is necessary
to create databases to store data for all components of
the AAM system. Databases for the AAM system
contain:

+ dataset of students’ faces images (original
students' faces images, processed image sets for the
DCNN model)

« data files, in which students' information is
written (full name, ID, group, courses, ...), attendance
logs in classrooms and also information of these
images (file addresses, labels, ...)

The use, processing, expansion of data in the
database are indicated below in AAM system.

CREATING DATASET OF STUDENTS' FACE
IMAGES

To build an accurate DCNN model, you need to
create a comprehensive and high-quality dataset for
training it. The task of creating datasets is very
important in building neural network models.

The process of creating a dataset of students' face
images is shown in Fig. 2, and provides the following
steps:

e automatic localization of faces in the image.
The dataset must include image fragments that
contain only the interested object — the face. For this,
the object detection method based on Haar Cascade
was used [42-44];

e creating a dataset of students’ information. It
is proposed to store data in the format of an image,
student's ID, and his information. An example is
shown in Fig. 3.

o splitting data. According to deep learning
methodology for DCNN, 3 datasets need to be
prepared — training set — 70 %, validation set —15 %,
and testing set — 15 %.

e preprocessing data. Suggest the
representation of all sets in the form of matrices; their
normalization (range [0,1]), scaling to standard sizes
—(64x64x3) or (128x128x3).

An example of a dataset of students' face
images is shown below (Fig. 3).

BUILDING AND TRAINING A MODEL FOR
FACE RECOGNITION

As shown above, a great deep learning technique
for classifying images (namely face images) is to use
a Deep Convolutional Neural Network (DCNN) [6;
9]. The DCNN model is defined by a sequence of
layers. The developed generalized block diagram of

the model using CNN is shown in Fig. 4. Table 2
summarizes the developed DCNN model. The
notation is wused for the description, which
areaccepted in Keras library notation.

Table 2. Brief introduction of the DCNN model

Layers Hyper-parameter
Input Size of input (facial 64x64x3
image)
Unit 64x64x3
No. of filter 64
ConvlD_1 | Kernel size 3x3
Pooling size 2x2
Activation RelLu
Function
Dropout 0.25
Unit 32x32x64
No. of filter 128
ConvlD_2 | Kernel size 3x3
Pooling size 2x2
Activation RelLu
Function
Dropout 0.25
Unit 16x16x128
No. of filter 256
ConvlD_3 | Kernel size 3x3
Pooling size 2x2
Activation RelLu
Function
Dropout 0.25
Flatten Unit 8x8x256
Unit 3000
Dense_1 Activation ReLu
Function
Dropout 0.5
Dense_2 Unit N_classes
Activation Softmax
Function

Source: compiled by the author

The first 3 layers are Conv2D convolutional
layers. Between the Conv2D layers and the dense
layer is the bonding layer “Flatten”. This one serves
as a link between the convolution and dense layers.
Dense is a type of layer that is used in many cases for
neural networks for the output layer. Thanks to the
activation function for the output layer, therefore, the
DCNN output can be interpreted as a probability
(value between 0 and 1).
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Fig. 2. The process of creating a dataset of students' face images
Source: compiled by the author

STUDENT FACE RECOGNITION

When recognizing students' faces, the main task
of the AAM is performed - automatic registration of
the student. The following steps are provided (Fig. 5):

e Capturing image from camera

e Face image processing. Pre-processing the
received images from a video camera for image
recognition process faces.

o Face recognition and identification of student
information (Face RegID) using developed and
previously trained DCNN. The input image of the
student's face is associated with the image from the
trained set and its identifiers (ID student, full name).

An example of automatic student face
recognition is shown in Fig. 6.
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Fig. 3. Example of a dataset of students’ face

images

Source: compiled by the author
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EXPANDING THE DATASET

To ensure the efficient work of the DCNN
model, an up-to-date volume of the database is
required for network training.

To dothis, it is necessary to periodically add new
students' face images and also face images of new
students, which is based on the following actions:

e entering the id and full name of students;

O

e obtaining images from the camera and
performing face localization;
¢ adding the resulting face image to the dataset.
The resulting dataset is used to retrain the model
on the extended dataset. This process is shown in Fig.
7. An example of adding a student's face image from
a camera to the dataset is shown in Fig. 8.

Get
capture

Process to
face image

Student

Face ReglID | marks

Student

Fig. 5. Process diagram of student face recognition
Source: compiled by the author
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Fig. 6. Example of performing automatic student face recognition
Source: compiled by the author
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Fig. 7. Process of expanding the dataset to retrain the model
Source: compiled by the author

184

Computer science and software engineering

ISSN 2617-4316 (Print)
ISSN 2663-7723 (Online)



Applied Aspects of Information Technology

2020; Vol.3 No.3: 179-190

Enter yo
The curr

enter name of picture: khanhtien

Image from Camera

Save file

ory is C:\Users\ttvin\Desktop\My working\AAStudents

face images/

JI1

= l.png
—3.png

— 4.png

— 5.png

- 6.png

— khanhtien.png
— t2.png

— t8.png

— tien.png

— tienl.png

— tienl12.png
— tien123.png
— tien1234.png

Fig. 8. An example of adding a student's face image from a camera to the dataset
Source: compiled by the author

EXPERIMENTAL CHECK OF THE AAM
SYSTEM PERFORMANCE

Testing of the developed AAM system was
carried out in real conditions on 16 subjects. When
testing the recognition accuracy based on the DCNN
model, the following characteristics were calculated:
The precision, The recall, F1-score' for each class
(example in Table 3) [47]. The evaluation diagram of
the developed DCNN model, which was tested in real
conditions, and were obtained after 2500 iterations, is
shown in Fig. 9.

Model accuracy

10 - r'_'*_
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(=)
m
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[ =]
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02
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0.0 Val

1000 1500 2000 2500

Epoch

0 500

Fig. 9. Diagram of the average accuracy of the
CNN model during training (after 2500

iterations) for training and validation sets
Source: compiled by the author

Table 3. Evaluating the accuracy of the biometric
facial recognition DCNN model for set validation

Accuracy Score of each class
Class Precision Recall F1-score
2 0 0 0
3 1.00 0.50 0.67
4 0 0 0
5 0 0 0
7 0.5 1.00 0.67
8 0 0 0
9 1.00 1.00 1.00
10 1.00 1.00 1.00
11 1.00 1.00 1.00
12 0 0 0
13 0.5 1.00 0.67
14 1.00 1.00 1.00
15 1.00 1.00 1.00
16 1.00 1.00 1.00
Accuracy 0.75

Source: compiled by the author

The maximum average accuracy estimate for the
training set is 1, for the validation set it is 0.75. This
recognition accuracy is satisfactory since the system
provides for error correction when entering the
attendance record data. In the future, it is planned to
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test AMP on a larger number of students and to refine
the error correction subsystem.

CONCLUSION

The article discusses the features of building a
automated student attendance monitoring system
using the DCNN neural network model for
biometric face recognition. For this, the capabilities
of the Python and OpenCV libraries are used. The
accuracy of this CNN model was tested for each
class (Table 3) and the average accuracy of the
model in the learning process (Fig. 9). Accuracy
measure, recall measure, F1l-score are used to
evaluate the accuracy of each class of the DCNN
biometric face recognition model, the result is
shown in Table 3 with an overall accuracy score of
0.88. During training, after 2500 iterations, the
maximum average accuracy estimate for the
training set is 1, for the validation set — 0.75. To
ensure the functioning of the AAM system, data on

students must be continuously expanded.

The developed automated student attendance
monitoring system in classrooms can be used to
determine student attendance, student exams in
various forms of the educational process. Its
implementation  will significantly reduce the
monitoring time and errors in maintaining attendance
logs. The introduction of the AAM system will
significantly improve the organization of the
educational process to ensure its quality.

The research was carried out within the
framework of a cooperation agreement between Ho
Chi Minh City University of Transport and Odessa
National Polytechnic University on the basis of the
Ukrainian-Vietnamese Cooperation Center. It is
planned to introduce the AAM system at the Ho Chi
Minh City Transport University.
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AHOTANIA

BinBinyBaHHS 3aHATH CTyJCHTaMH IIOB'I3aHE 3 3aCBOEHHSAM HABYAJbHOTO MaTepialy CTyJCHTaMH Ta BMIHHAM IUIaHyBaTd i
OpraHi3oByBaTu AisUIbHICTh. OJHAK B JaHUI Yac B OCBITHIX 3aKiajax, sIK MPaBUiIO, OOTIK BiBiAyBaHHS CTYICHTIB MPOBOIUTHCS B
pyd4Hy. 3aX011 BUKOHYIOTECS 9acTo 1 6araTopa3oBo, i TAKAM YHHOM, BUTPAdaroTh HaBYaJbHUK dac BUKIagadiB. Kpim toro, o0mmaus
€ OJIHI€I0 3 HAHOLIBII IIMPOKO BHKOPHCTOBYBAaHMX OIOMETPHMYHHX XapaKTePHCTHK Ui imeHTHikarii ocoducrocTi, ToMy Oyna
3alpONIOHOBAaHA ABTOMATH30BaHA CHCTEMa BiJIBIAYBAaHOCTI 3 BHKOPHCTaHHSIM pO3Mi3HAaBaHHSI oOnM4Yb. B OCTaHHI POKH 3ropTKOBi
HEWPOHHI Mepexi CTAIN JOMIHYIOUMM METOJOM INIMOOKOT0 HaBUaHHS JUIS PO3Mi3HaBaHHA 0Ci0. Y Iil cTaTTi po3MIsIHYTI 0COOINBOCTI
MoOyZOBH CHUCTEMH aBTOMATH30BAaHOTO OOJIKY BiABIZYBAaHOCTI CTYICHTAMH LUIAXOM O1OMETPUYHOTO PO3IMi3HABaHHSA OOIMYb 3
BUKOPUCTAHHAM 3TrOPTOYHOI HelipoMepeskeBoi mozeni. [IpoaHanizoBaHo Ta BUpILIEHI OCHOBHI 33aadi, AKi BUHHUKAIOTh IpU HOOYAO0B1
aBTOMAaTH30BAHOTO MOHITOPHUHIY BiJBiAYBAHOCTI CTyICHTaM HaBYAJbHUX 3aHATH: CTBOPEHHS HAOOpy IaHUX, 300pakeHb 00NHYb
CTYZAEHTIB; OOYIOBa 1 HABYaHHS MOJETI A OI0METPUYHOIO PO3Mi3HABaHHS 0COOH; pPO3Mi3HABAaHHS 0COOU 3 KaMEpH 1 peecTparliis B
0a3i JaHMX; PO3IIMPEHHs Habopy NaHuX 300pakeHb oOnm4b. [TokasaHo BHKOpHCTaHHS MoxiHBocTed Gibmiorek Iliton i OpenCV.
[IpoBeneHe TecTyBaHHS TOYHOCTI PO3POOJICHOT 3rOpTOYHOT HEHpOMEpex eBoi Mojemi [yl O0iIOMETPHYHOTO PO3Mi3HABAHHSA 0Ci0
MI0KA3aJI0 XOPOIIi Pe3yiIbTaTH — 3arajbHa OlliHKa ToYHOCTiI He MeHmIe 0.75. Po3pobieHa cucrema aBTOMAaTH30BaHOTO MOHITOPHHTY
BiZIBITyBaHOCTI YYHSIMH HaBUAJIBHUX 3aHATH MOKe OyTH BHKOPHCTAHA JUIsl BU3HAUCHHS Bi/IBIyBaHOCTI yYHSMHM IIPU Pi3HUX (GopMmax
OCBITHBOTO TIPOIIECY. [1 BIIPOBAKEHHS JO3BONMUTH iCTOTHO CKOPOTHTH Yac MOHITOPHHTY i 3MEHIIHTH KillbKiCTh HOMHJIOK TIPH BEJEHH]
JKYpHAJIIB BiJIBiTyBaHOCTi. BOpoBamkeHHSI CHCTEMH aBTOMAaTH30BaHOTO MOHITOPUHTY BiJIBIAYBAaHOCTI 3HAYHO IOJIIIIIUTH OpraHi3aIiio
OCBITHBOT'O TIPOIIECY MO0 3a0e3MeYeHHs HOTO SKOCTI.

KirouoBi cjoBa: GioMeTpuyuHe po3mi3HaBaHHA 0Ci0; 3rOPTOYHA HEHPOHHA Mepexka; TIMOOKe HaBYaHHS, KOMITIOTEpHHUHU 3ip;
Kackaja Xaapa; 00poOka 300pakeHb
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AHHOTALIMA

IMocemenne 3aHATHI CTyIeHTAMH CBSI3aHO C YCBOGHHEM Yy4eOHOTO MarepHana CTyAGHTaMH M YMEHHEM IUIaHHpPOBaTh H
OpPraHU30BbIBAaThH JIesATEIbHOCTh. OIHAKO B HacTosllee BpeMs B 00pa30BaTENbHBIX 3aBEACHUSX , KaK IPaBHIO, Y4eT MOCELICHUs
CTYZICHTOB MPOBOJIUTCS B PYIHYI0. MeponpHsATHS BBIMONHSIIOTCS YacTO M MHOTOKPATHO, TAKMM 00pa3oM, TpaTAT ydeOHOe Bpems
npenogasateneil. Kpome Toro, JIMmo sBiseTcss OXHON W3 HanOoJee MIMPOKO HCIONB3yeMBIX OHOMETPHUSCKUX XapaKTEPUCTHUK JUIS
HUACHTU(DUKANNK JIMYHOCTH, IO3TOMY OBbUIAa TPEIOKEHa aBTOMATH3MPOBAHHAS CHCTEMa IIOCEIIAEMOCTH C HCIIOIb30BAHHEM
pacno3HaBaHus JUI. B mocienHue rogbl cBEpTOYHbIE HEHPOHHBIE CETH CTaM JOMHHHUPYIOIIMM METOJIOM ITyOOKOTo o0ydeHHs st
pacno3HaBaHHs Jul. B cTathe paccMOTpeHbI OCOOCHHOCTH MOCTPOEHUS CHCTEMbl aBTOMATHU3UPOBAHHOIO y4yeTa IOCEIaeMOCTU
CTYIEHTaMH TIyTeM OHMOMETPHYECKOrO0 paclo3HABaHWH JIMI[ C HCIOJb30BAHHEM CBEPTOYHOW HeipoceTeBOi  Mozenu.
[Ipoananu3upoBaHbl U PELIEHBl OCHOBHBIE 33JayH, KOTOPHIE BO3HHKAIOT IIPU MOCTPOCHUH aBTOMATH3MPOBAHHOTO MOHMTOPHHIA
HOCEIIAEMOCTH YUYalMMHCsl YueOHBIX 3aHATHIA: co3laHue Habopa JaHHBIX, H300paKeHUH NIl CTYJCHTOB; HOCTPOCHHE M 00yJYCHHS
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MOJIeNH U1t GHOMETPUYECKOTO PAaCcIO3HABAHUSA JIMIIA; PACIIO3HABAHHE JIMLA C KAMEPhl M PErucTpaius B 6a3e JaHHbIX; pacIIMpEeHue
Habopa maHHBIX nM300pakeHmil ymn. [lokazaHo ucnons3oBaHMe Bo3MoxkHOcTell Oubmmorex Ilmtom m OpenCV. IlpoBeneHHOE
TECTHPOBaHUE TOYHOCTH Pa3pabOTaHHOH CBEPTOUHOI HeHpoceTeBoil Momeny sl GHOMETPHYIECKOTO PACIIO3HABAHMS JIUII TI0KA3aJIo
XOpolIne pe3ylbTaThl — o0mmast oneHka To9HocTH He MeHee (.75. PaspaboTaHHas cucTeMa aBTOMAaTH3MPOBAHHOTO MOHHTOPHHTA
MIOCENIaeMOCTH YJaIMUCS YIeOHBIX 3aHATHH MOXKET OBITh HCIOJIF30BaHa [T ONIPE/ICNICHIS IIOCEIaeMOCTH YYAIIUMHUCS TIPH Pa3HbIX
¢dopmax oOpasoBarenpHOro mporecca. Ee BHeIpeHHE IMO3BOJUT CYLIECTBEHHO COKDATHTh BPEMs MOHMTOPHHIA M YMEHBUIUTH
KOJIMYECTBO OWIMOOK INPH BEACHHUM >KYPHAJIOB MOCEIAEMOCTH. BHeApeHHe CHCTEeMbl aBTOMATH3MPOBAHHOIO MOHHTOPHHIA
MOCEIaEMOCTH 3HAYUTENIBHO YITYUIIUT OPraHU3aLI0 00pa30BaTENbHOTO Mpoliecca O 00ECIICUEHHIO ero Ka4ecTna.

KiroueBble c10Ba: OMOMETpUUCCKOE PACIIO3HABAHUE JIUIL; CBEPTOUHAS HEHPOHHAs CeTh; MIyOOKOe 00y4eHHUE; KOMIIBIOTEPHOE
3peHue; kackaja Xaapa; oo0paboTka H300paxeHui
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