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ABSTRACT

An essential part of web security is keeping the payload intact from changes. The data during transmission could be changed,
where the encryption is not used, or the data gets decrypted in the middle of the transmission. In our previous researches, the
“chunking” method was introduced, which was compared with the “Buffering to file” method. The comparison showed the reduction
of recourse consumption. In a multithreading environment, to manage resources efficiently, it is vital to distribute the workload
among processor cores. A decent solution for using multithreading efficiently is operation queues. However, if too many operations
are accumulated in the operation queue, the system falls into the critical mode. It is characterized by the increase of memory
consumption, which may cause the instability of the system. In the course of the study, the main parameters were determined,
influencing the data processing speed, and insignificant ones were excluded from the calculation. Earlier, a method was developed
for determining the conditions for the falling of a system to a critical mode. It was used as a starting point for the experimental
research. A new method based on the method of identifying critical modes in the operation queue is proposed. It differs from existing
ones by the ability to simulate critical modes at a given workload, which allows predicting critical modes in order to reduce their
negative effect. A series of experiments were carried out, and the results were used to study the dependences of memory consumption
on the number of connections and writing speed in critical modes. From the study, three types of critical modes were determined.
This made it possible to establish the patterns of the emergence of critical modes in information systems and their impact on the
available memory. The formulas are obtained that approximate the experimental data: the dependence of the used memory on the
number of connections and the write speed. The research results can be used in the development of information systems and the
analysis of failures.
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INTRODUCTION browsers because of their simple and straightforward
structure. The generally accepted solution is to use
the TLS protocol [5, 6] to verify the encryption and
integrity of the data.
However, there are wvulnerabilities on the data
transmission path, such as ordinary, transparent, or
reverse proxies [7, 8], [9], which remove encryption
or replace TLS certificates [3], [10, 11]. They are
considered to be trusted and managed by data
centers or the companies in which the user works.
Attacks such as MITM (Man in the Middle)
[12, 13], [14, 15] make it necessary to verify the
payload, since not all authorization protocols
guarantee data immutability during transmission.
The main authorization protocols only check the
request headers [16, 17], [18, 19], [20, 21], [22].
Hence the request payload is not authorized in any
LITERATURE REVIEW way. The change of the request payload during
transmission can occur if no encryption is used or

Modern security of web sites uses Al in areas
without mandatory registration, where the emphasis
is on determining whether a user is a “bot” or a real
person. After authenticating the user, the primary
security aspect shifts to the authorization of requests
from the user to the server. Data transmission can
occur through many network nodes that are trusted,
but in some nodes, certificates may be substituted, or
data is transmitted in an unencrypted form. It makes
it necessary to verify the request payload for video
streaming, document storage, database services with
complex data center infrastructure [1], etc. During
the payload verification process, operation queues
may experience critical modes leading to the
unstable work of the information system.

A crucial part of web security is keeping the ; . S
payload intact from changes [2]. The generally the data is decrypted during transmission.

o The HMAC method is used to prevent
accepted protocols for communication between e .
clients and servers are HTTP and HTTP/2 [3, 4] modification of the request payload [23]. It is used by
which are now widely used not only in wep authorization protocols such as OAuth 1.0a [24] and

HAWK [25, 26], [27]. However, the existing protocols
© Surkov S., 2020 are great for authorizing small payload sizes.
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Authorization protocols use payload
verification methods for checking the integrity of the
payloads of requests. The generally accepted method
is “filling the buffer” with its sub-types of “buffering
to memory” and “buffering to file” for large and
small payloads. We developed the “chunking”
method [28, 29], which was recognized as the most
promising. The conclusion was made using the
method of ranking the implementations of payload
signatures [30].

In a multithreaded environment, it is
appropriate to distribute the workload across the
processor cores to manage the resources efficiently.
Operation queues are a suitable solution for this
[31]. Operation queues provide efficient operation in
a multithreaded environment, allowing large
payloads to be authorized.

However, during the overflow of the operation
gueue, the system goes into critical mode. In the
critical mode, memory consumption increases,
which may cause system instability? Earlier, a
method for identifying critical modes was developed
[30], which allows increasing the speed and
reliability of the system by identifying the critical
workload of the system. The workload on the system
can be limited by using the method of migration
from a single server to a server cluster.

The means of identifying and preventing critical
modes don't get rid of them completely. The study of
critical modes makes it possible to predict their
impact on equipment and thereby increase the
reliability of the system and reduce their harmful
effect.

The behavior of the critical modes for
authorization protocols for large requests isn't
researched well, and their study is an actual task.

THE PURPOSE OF THE ARTICLE

The purpose of this paper is to improve the accuracy
of predicting the transition of the system to the
critical mode to reduce its harmful effect. Within the
article, a method is developed to study the impact of
critical modes on the consumption of system
memory.

To accomplish the goal, the following tasks
were defined:

1) Analyze the critical modes in the operations
queue environment for authorization protocols that
process large requests.

2) Develop a method for studying the impact of

critical modes on the consumption of system
memory.
3) Study the effect of the number of

connections and writing speed on the falling of the
system into the critical mode.

4) Extend the technique and investigate the
impact on the system memory.

5) Analyze the dependence of memory
consumption on the number of threads and write
speed in critical modes.

MAIN PART.

OVERVIEW OF CRITICAL MODES IN
THE OPERATIONS QUEUE ENVIRONMENT
FOR AUTHORIZATION PROTOCOLS THAT

PROCESS LARGE REQUESTS

There are several payload verification methods. The
first method is “filling the buffer”, the principle of
which is to fill the buffer during the downloading the
payload [28-29]. The method is shown in Fig. 1.
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Fig. 1. Buffer filling method
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It comes in two variants — “buffering to
memory” and “buffering to file”. The first is
designed for authorizing a small payload size, the
second for a large payload size. It should be noted
that for the “buffering in memory” method, the
allocation of large blocks of memory is very
resource-intensive for the CPU [1], [32, 33], [34],
and can lead to unnecessary delay in request
processing.

For the large payload size, the “chunking” was
established as the most promising. The advantage of
the “chunking” method is that it processes chunks
that are in the computer's RAM, and that's why the
payload is read once. Worth noting that due to file
caching by the operating system, the results between
“chunking” and “buffering to file” may not differ
significantly for small payloads.

The chunking method is shown in Fig. 2.
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Fig. 2. “Chunking Method”
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By serving many requests at the same time,
multithreading has an enormous advantage if the
HTTP request data is being archived or encrypted in
the process. Operation queues are used to process
data sequentially while maintaining the benefits of
multithreading. With the arrival of each new chunk
of data, an operation is created, which is added to
the parallel queue and then executed sequentially.

Processing chunks of data (OP) in the operation
gueue is shown in Fig. 3.
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Fig. 3. Processing chunks in the operation queue
Source: compiled by the author

HTTP requests R1, R2, R3 are processed
sequentially in their operation queues before they are
processed in parallel.

However, queued operations may accumulate if
the system does not have time to process them,
which makes the system fall to the critical mode.
Critical mode increases memory consumption,
which can lead to system instability.

In the previous paper [31], the method of
identifying critical modes was developed. While
developing that method, it was intended to reuse its
elements to study the critical modes themselves.

THE METHOD FOR THE STUDY OF THE
IMPACT OF CRITICAL MODES ON THE
SYSTEM'S MEMORY

The basis of our queueing system is libdispatch [35],
which  provides comprehensive support for
concurrent code execution on multicore hardware.
The framework is available for Apple and Linux
platforms.

A new method for studying the impact of

critical modes on the system's memory in the
operation queue environment is proposed, based on
the method of identifying critical modes [30] and
simulation of asynchronous operations.

This method differs from the existing ones by
the ability to simulate critical modes at a given
workload, which makes it possible to increase the
accuracy of predicting the transition of the system to
the critical mode to reduce their harmful effect.

The difference is provided by the fact that the
new method uses operation queues directly to
process input data. With a specified workload, this
allows us to investigate the tendency of critical
modes.

The method includes the following steps:

1) initiate the launch of a predetermined
number of connections at the same time;

2) add to the operation queue chunks of data
with a given rate;

3) measure the rate of data processing in the
operation queue environment;

4) measure the amount of memory occupied by
the server process every selected time interval;

5) display the results of measurement.

For methods of ranking payload verification
implementations and identifying critical modes,
BenchmarkChunking and BenchmarkFileBuffering
classes were created. They are inherited from
BenchmarkBase class [31]. For the new method of
studying the impact of critical modes on the payload
verification implementations in the operation queue
environment, a new class BenchmarkCriticalModes
is created.

The benchmark method of each instance of the
BenchmarkCriticalModes object runs on a separate
thread. During the initialization of each instance of
the class, the following variables passed through the
constructor during initialization (Fig. 4)

FILE* file;
std::string filePath;
dispatch_queue_t queue;

Fig. 4. Variables initialized in the constructor of

the BenchmarkCriticalModes class
Source: compiled by the author

For the asynchronous test, all the chunks are
submitted to the queue sequentially with the delay of
ChunkTransmissionTimeMs, which simulates
network transfer speed. After all the chunks are
processed, the statistics are displayed.

In the new method, measuring the speed and
time of the processing of a chunk is similar to the
method for identifying critical modes. In the method,
to achieve many connections, thread per connection
pattern is used to emulate concurrent connections.
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The implementation of the queuing system for

the technique in C++isin Fig. 5.
virtual void benchmarkQueue() {
dispatch_semaphore_t s =
dispatch_semaphore_create(0);
for (ssize_t i = @; 1 < NChunks; i++) {
__block uint8_t* data =
(uint8_t *) malloc(ChunkSize);
dispatch_async(queue, "~{
auto writeMs = benchmarkChunk(data);
updateTotalTime<false>(writeMs);
free(data);

1N
sleep_us(timeDiff);

¥
dispatch_async(queue, ~{
dispatch_semaphore_signal (s);
3
dispatch_semaphore_wait(s, DISPATCH_TIME_FOREVER);
fclose(file);
printStatsForThread();
remove (filePath.c_str());

Fig. 5. Function of measuring the impact of

the critical modes on the system’s memory
Source: compiled by the author

STUDYING THE IMPACT OF THE
NUMBER OF CONNECTIONS AND WRITING
SPEED ON THE TRANSITION OF THE
SYSTEM TO CRITICAL MODE

Since our newly developed method uses operation
gueues, the system may fall into critical mode. It
may happen because the stack of operations is
growing over time.

In case if the server process will use more
memory than possible, then the operating system will
shut down the process. It is sufficient to reduce the
amount of RAM to the top point of the graphs from
the experiments to have the server process terminated.
The following equipment was used for the tests:

OS: Ubuntu 18.04 LTS

CPU: Core i7 8700K

RAM: 32G

SSD: Samsung 960 Evo 512G

Two series of experiments were carried out to
study the critical modes. The first series of
experiments assume a client speed of 100 Mbps.
According to the method of identifying critical
modes, from 32 to 48 connections were selected.

Each line in the graph is an experiment showing
memory consumption with a given number of
connections. The more connections, the more
memory the system needs to process data in critical
mode. Observing the plot, the critical mode each line
has 3 types: in the beginning there is a linear growth.
This happens because drive can't keep up with
incoming data.

The second type is when server's drive is able to
keep up with incoming data.

The third type is when no data is coming and

the entire buffer is being flushed to the drive.

Due to libdispatch uses ARC (Automatic
Reference Counting) mechanism, the decrease of
used memory is discrete.

The results for the series of experiments for
input bandwidth of 100 Mbps per client are in
Fig. 6.
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Fig. 6. Critical mode for the input bandwidth of
100 Mbps per client

Source: compiled by the author

For the second series of experiments, a
connection speed of 1 Gbps was chosen. According
to the method of identifying critical modes, from 5
to 10 connections were selected.

The results for the series of experiments for 1
Gbps are in Fig. 7.

Having conducted the series of experiments, the
data needs to be processed to find the number of
threads, from which the system goes into the critical
mode.

ANALYSIS OF THE DEPENDENCY OF
MEMORY CONSUMPTION ON THE
NUMBER OF THREADS AND WRITE SPEED
IN CRITICAL MODES

To summarize the data in Fig. 8 and Fig. 9,
summary graphs were built showing the dependence
of the maximum memory consumption on the
number of threads. The dots on the graph show the
experimental data, the calculation by the formula is
shown by the solid line.

The experimental and theoretical results for the
100 Mbps series of experiments is in Fig. 8.
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Fig. 7. Critical mode for the input bandwidth of
1 Gbps per client

Source: compiled by the author
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Fig. 8. Maximum memory consumption for the
series of experiments for 100 Mbps (12.5 MB/s)

Source: compiled by the author

The experimental and theoretical results for 1
Ghbps series of experiments is in Fig. 9.

As can be seen from Fig. 8 and Fig. 9, the
dependence of the maximum memory consumption
on the number of threads can be described by the
hyperbola equation:

x=—£+a-y+b.
y

For the convenience of calculations,
advisable to obtain an inverse relationship y(x).

it is

10

7.5

Memory consumption (GB)
(&)

1234567 8 9101112

Number of connections

Fig. 9. Maximum memory consumption for the
series of experiments for 1 Gbps (125 MBY/s)

Source: compiled by the author

Solving the quadratic equation gives the
following formula:

y:—(b—x)+\/(b—x)2+2-a-c
- .

The coefficients in this equation are calculated
by multivariate optimization to achieve the least sum
of squared deviations.

These coefficients
physical interpretation:

a — how fast the system goes into critical mode

b — number of threads, from which system goes
into critical mode;

¢ — the growth of memory before the system
falls into critical mode;

X — number of threads;

y — maximum memory consumption.

The unbiased estimate of the standard deviation
(o) is calculated using the formula:

received the following

For the best match with the experimental
points, for each series of experiments, the following
coefficients were determined:

(100 Mbps or 12,5 MB/s)
a=5,148,b = 39,58, c = 1,12,
o =0,1002 GB

(1 Gbps or 125 MB/s),
a=168b=47c¢=0,112,

0 =0,1199 GB.

The analysis of the coefficients shows that the
critical mode starts with 39 active connections (for
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100 Mbps per client) and with 4 active connections
(for 1 Gbps per client). Such values of the unbiased
estimate of the standard deviation (o) indicate the
acceptable accuracy of the approximation.

The connection speed (S) is multiplied by the
number of connections at which the system goes to
critical mode (b) to find the maximum concurrent
write speed (Pw).

To calculate the required parallel write speed
(Rw), the connection speed (S) multiplies by the
number of connections (C) from the experiments:

Pw = b * S,
RW =C*S.

The results the series of experiments of 100
Mbps (12.5 MB/s):

Pw = 12,5 * 39,58 = 494,75 MBJ/s,

Rw=12.5* 60 = 750 MB/s.

The results for the series of experiments of 1
Gbps (125 MBI/s):

Pw =125* 4,7 =587,5 MBI/s,

Rw=125* 10 = 1250 MBI/s.

The deviation of the maximum parallel write
speeds between the series of experiments is 100
MB/s. With very different required parallel write
speeds, it is concluded that the maximum parallel
write speed is weakly dependent on the number of
connections in the operation queue environment.

To confirm this assumption, we need to
investigate the dependence of the maximum used
memory in the critical mode on the overall speed.
Based on the results above, a series of experiments
were carried out, in which the incoming speed
varies from 400 to 640 MB/s. The number of
compounds in all experiments was 16.

The results of the experiment are in Fig. 10.
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Fig. 10. Maximum memory consumption for the
series of experiments for 100 Mbps (12.5 MB/s)

Source: compiled by the author
The experiment showed that at the total write

speed of 520 MB/s the server process goes into
critical mode. From this point, a sharp increase in
memory consumption begins. With the connection
speed per client from 25 to 37.5 MB/s (200 to 300
Mbit/s) with the same number of threads, the
experiment confirms that in the operation queue
environment, the total speed plays a more significant
role than the number of connections.

From the conducted research, the following
statements are made:

1) If the system does not have time to process
operations in the queue, the system may go into
critical mode.

2) There may be a regime of “stable
consumption” when the incoming speed is
approximately the same as writing speed.

3) If the system managed to process the
accumulated data, the server process returns into the
normal mode.

4) Limiting upload speed across all threads
generally eliminates falling of the system into the
critical mode.

5) The research carried out in this article can be
useful in designing an information system and
adjusting its parameters in order to avoid the system
falling into a critical mode.

CONCLUSIONS

A new method was developed to study the influence
of critical modes on the payload verification
implementations in  the  operation  queue
environment. A series of experiments were carried
out using this method. The results of them were used
to investigate the dependence of the used memory
on the number of connections and the write speed in
critical modes.

From the study, three types were determined.
It's become possible to establish the patterns of the
emergence of critical modes in information systems
and their impact on the available memory. The
formulas are obtained that approximate the
experimental data on the dependence of the used
memory on the number of connections and write
speed. The research results can be used in the
development of information systems and the
analysis of failures.

The new method and the conducted research
provide an increase in the accuracy of predicting the
transition of the system to the critical mode. Thus,
the set goal of the study has been achieved.
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AHOTANIA

BaxomiBoro gacTHHOIO BeO-Oe3leku € 30epeskKeHHs IUTICHOCTI KOPUCHOTO HaBAaHT@KEHHS. 3MiHA JaHMX Mif dac Hepemadi Moxe
BHHUKHYTH, SIKIIIO HE BUKOPHCTOBYETHCS MIn(pyBaHHsi, ab0 1aHi po3ir(poBYIOTHCS B MPOLIEC Mepeaadi. Y HAIINX MOMepe/IHiX OCITIHKSHHSIX
OyJI0 TIPECTABICHO <TIOPLUHHUI» METON, KU HMOPIBHSIM 3 METoAoM «Oydepizaims B (aily 1 JOBENHM, IO BiH 3MEHIIYE CIIOKHBaHHS
pecypciB. Y 6araTornoToKoBOMY CepeIOBHILI 11 €pEeKTUBHOTO YIPABIiHHS PECYPCAMH JKUTTEBO BAXIIMBO PO3MOALIITH poOoue HaBaHTKEHHS
MDK SiJpamMu Tporiecopa. XOpoIIUM PillleHHsAM ULl BUKOPHCTaHHS IiepeBar 0araToroToYHOCTI € Yepru onepauiid. OfHaK npH MepernoBHEHHI
Yepru omepaiif cucreMa MepexouTh B KPUTHIHIN PeKUM. JIs HhOro XapaKTepHe 301IbIIeHHS CIIOXKUBAHHS [TaM'Ti, 1[0 MOXE IIPUBECTH JI0
HecTabUTFHOCTI cucTeMH. B Xomi mociipkeHHs Oy BU3HaUeHi OCHOBHI ITapaMeTpH, 0 BIUTMBAIOTH Ha IIBU/KICTE 0OpOOKM JaHMX, 8 He3HAYHI
Oy BHKIIOYeHI 3 po3paxyHKy. PaHime OyB po3poOieHHiI METO BH3HA4YEHHS YMOB NEPEXOy CHCTEMH B KPHTUIHHH PEXUM, KU OyB
BUKOPHCTAHHH B SIKOCTI BiIIPABHOI TOYKH JUTSI €KCIIEPHMEHTAIBHIX JJOCIIDKEHb. 3aIpOIIOHOBAHO HOBHH METO JIOCIIIPKEHH], 3aCHOBAHHI Ha
METOJl BU3HAYCHHA MEPEXOdy CHUCTEMH B KPUTUYHMHA PEXHUM 1 IMITAIIfHOMY MOJETIOBAHHI aCHMHXPOHHMX omepaiiil. JlaHuii merox
BIIPI3HAETECA Bif ICHYIOUMX POOOTOIO 3 Yepramu omepamii Oe3nocepeHbo, IO JO3BOJIE MPOTHO3YBATH KPUTHYHI PEKUMH 3 METOIO
3MEHIIUTH iX HeraTMBHUH eekT. HacTymHa cepist eKCIIepHMEHTIB, 03BOIMIA BHBYMTH 3JICKHOCTI CIIOKUBAHHA MaM'ATi Bil KUTBKOCTL
3'€AHaHp 1 IBUIKOCTI 3alMCy B KPUTUYHUX PEKUMaX. 3a pe3ylbTaTaMH JOCITIHKEHHS BCTAHOBJICHO, IO iCHYye TPH OCHOBHHMX THIH. Lle
JIO3BOJIMJIO BCTAHOBHTH 3aKOHOMIPHOCTI BUHWKHEHHS KPHTHYHHX PEXMMIB B iH(OpMAIIHUX cHCTeMax 1 iX BIUIMB Ha JOCTYIHY IaM'SITh.
OtpumaHo (HOpMyITH, aIPOKCUMYIOUI eKCIIEPUMEHTAITBHI JIaHi TPO 3aJICKHICTh 00CSTY CIIOKHUBAHOT MAM'SITi BT KUTBKOCTI 3'€/THAHB 1 IIBUIKOCTI
3armcy. Pe3ynbraTi TociimkeHHsI MOXKYTh OyTH BUKOPUCTaHi PH po3po0ili iHhopMaLiifHIX CHCTEM i Ipy aHai3i 3001B B X poOoTi.
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AHHOTAIMUA

BaxkHoii gacTblo Be0-0€3011aCHOCTH SIBISIETCSI COXPaHEHHE I[eJIOCTHOCTH IOJIe3HON Harpy3ku. V3MeHeHue JaHHBIX BO BpeMs
Hepeiaud MOXKET BOSHHKHYTb, €CIIM HE HCIIONB3yeTcs MM(pOBaHHE, WIHM JaHHbIC pacliM(pOBBIBAIOTCS B Ipolecce nepenayu. B
HAIIUX MPEIBITYIINX UCCICIOBAaHUAX OBbLI MPECTABICH «IIOPIMOHHBII» METOJ, KOTOPBIH CPaBHUIIM ¢ METOIOM «Oydepuzauus B
¢aitm» W IoKa3amM, YTO OH COKpamlaeT moTpebieHne pecypcoB. B MHoromotownoit cpenme it 3¢QQGEKTHBHOTO YIPaBICHUS
pecypcamMu JKM3HEHHO BaKHO paclpeieNaTh pabodylo Harpy3ky MEXAy sOpaMy Ipoleccopa. XOpOLIMM peLIeHHeM ULt
UCIIOJIb30BAaHMS PEUMYIIECTB MHOTOIIOTOYHOCTH SIBIISIFOTCS o4epenu omneparuit. OHAKO MY MEPEHONHEHUH OYEePEear ONeparui
CHCTeMa IEepexXOAUT B KPUTHYECKUI pexxuM. [ Hero xapakTepHO yBEJMUYCHHE MOTPEOJICHUS MaMATH, YTO MOXET MPUBECTH K
HEeCTaOMJIBHOCTH CHCTEMBI. B Xoze muccnenoBaHus ObUTM ONpeesieHbl OCHOBHBIE ITapaMeTphl, BIHSIOIINE HAa CKOPOCTb 00paboTKH
JIAHHBIX, @ HE3HAUUTENIbHbIE ObUIM UCKIIFOYEHBI U3 pacyeTa. Panee ObuT pazpaboTaH METOJ ONpe/ielIeHHs YCIOBUH I1epexoa CUCTEMbI
B KPUTHYECKHH PEXHUM, KOTOPBIA OBUI HCHONB30BaH B KauyeCTBE OTIPABHOM TOYKM JUIL DKCHEPHMEHTAJBHBIX HCCIIEIOBaHHMIL.
IpennokeH HOBBIH METOJ MCCJIEIOBaHHUs, OCHOBAHHBI Ha METO/E ONMpENETCHUsS MEepexo]a CUCTEMbl B KPUTHUECKHH PEXUM U
MMHUTAlHOHHOM MOJICJIMPOBAaHHK aCHHXPOHHBIX Onepanuid. J[aHHBIH METOJ OTJIMYAeTCs OT CYIIECTBYIOIIMX paboToil ¢ ouepeasmu
orneparuii HeroCPEACTBEHHO, YTO MO3BOJISIET MPOTHO3HPOBATh KPUTHYECKUE PEXKUMBI C LIENbI0 YMEHBIINTh UX HETaTUBHBII 3(deKT.
Crienytomiasi cepus SKCIEPUMEHTOB, ITTO3BOJMIIA M3YYUTh 3aBUCHMOCTH HOTPEOICHUS MaMATH OT KOJMYECTBA COCIHHEHHH U
CKOPOCTH 3aIlUCH B KPUTHYECKHX pexnmax. [1o pe3ynbraTtaM HCCiIe0oBaHHs yCTaHOBIIGHO, YTO CYIIECTBYET TPU OCHOBHBIX THIIA.
DTO HO3BOJIMIIO YCTAHOBUThH 3aKOHOMEPHOCTH BO3HHKHOBEHUSI KDUTHUECKUX PEKHUMOB B MHGOPMAIIMOHHBIX CHCTEMaX M UX BIIMSHUE
Ha JOCTYyNHYIO HaMsATb. [losydeHsl (GOpMYyIBI, ammpOKCUMHUPYIOMINE OSKCIIEPUMEHTANbHBIE JaHHBIE O 3aBHCHMOCTH oObeMa
MOTpeOIsieMOl TaMsITH OT KOJIMYECTBa COSJMHEHUH U CKOPOCTH 3aIicy. Pe3ynpTaTsl HCCIeI0BaHUS MOTYT OBITh HCIIOb30BAHBI IPH
pa3paboTke HHPOPMAIIMOHHBIX CUCTEM U TIPH aHaTN3e cOOEB B UX padoTe.
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