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ABSTRACT

The COVID-19 pandemic is having a huge impact on people and communities. Many organizations face significant disruptions
and issues that require immediate response and resolution. Social distancing, breathing masks and eye protection as preventive
measures against the spread of COVID-19 in the absence of an effective antiviral vaccine play an important role. Banning unmasked
shopping in supermarkets and shopping malls is mandatory in most countries. However, with a large number of buyers, the security
is not able to check the presence of breathing masks on everyone. It is necessary to introduce intelligent automation tools to help the
work of security. In this regard, the paper proposes an up-to-date solution — an intelligent system for identifying people without
breathing masks. The proposed intelligent system works in conjunction with a video surveillance system. A video surveillance sys-
tem has a structure that includes video cameras, recorders (hard disk drives) and monitors. Video cameras shoot sales areas and
transmit the video image to recording devices, which, in turn, record what is happening and display the video from the cameras di-
rectly on the monitor. The main idea of the proposed solution is the use of an intelligent system for classifying images periodically
received from cameras of a video surveillance system. The developed classifier divides the image stream into two classes. The first
class is “a person in a breathing mask” and the second is “a person without a breathing mask”. When an image of the second class
appears, that is, a person who has removed a breathing mask or entered a supermarket without a breathing mask, the security service
will immediately receive a message indicating the problem area. The intelligent system for image classification is based on a convo-
lution neural network VGG-16. In practice, this architecture shows good results in the classification of images with great similarity.
To train the neural network model, the Google Colab cloud service was used — this is a free service based on Jupyter Notebook. The
trained model is based on an open source machine learning platform TensorFlow. The effectiveness of the proposed solution is con-
firmed by the correct processing of the practically obtained dataset. The classification accuracy is up to 90 %.
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INTRODUCTION security guards who monitor trading floors. A video
story the board or a photos stream incoming in real
time at intelligent system input is classified automat-
ically.

All input images are divided into two classes.
The first class is “a person in a breathing mask” and
the second is “a person without a breathing mask”.
When an image of the second class appears, that is, a
person who has removed a breathing mask or en-
tered a supermarket without a breathing mask, the
security service will immediately receive a message
indicating the problem area. Thus, the task of an in-
telligent identification system is reduced to the im-
age classification task in real time.

In the context of machine learning, classifica-

© Sheremet O., Korobov O., Sadovoi O., tion can be referred to the supervised learning. This
Sokhina Yu. V., 2020 type of training implies that the data sent to the sys-
tem inputs is already labeled, that is, the images are
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The current situation with COVID-19 requires
the implementation of specific technical solutions in
the security field. One of such solutions is the video
surveillance systems intellectualization.

New requirements are being introduced to such
systems related to identifying signs of quarantine
violations. Thus, violation of the mask regime in
public places should be suppressed by security ser-
vices. In this regard, video surveillance systems in
large supermarkets and shopping malls in the lead-
ing countries of the world are beginning to be
modernized. The intelligent systems for identifying
people without masks can significantly help
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already divided into separate categories or classes.
In image classification problem, Convolutional Neu-
ral Networks (CNNs) [1-3] have achieved particular
success, which have repeatedly won the ImageNet
Large Scale Visual Classification Challenge
(ILSVRC) [4-5]. In addition to classification task,
CNNs are used for pattern recognition [6—7], object
detection and tracking [8-9], semantic segmentation
[10-11] and other tasks [12-14].

The main features of the modern convolutional
neural networks architecture were laid in the famous
convolutional neural network — LeNet-5 [15]. Ac-
cording to the classical approach, an image of
32x32x1 pixels is fed to the network input (Fig. 1).
Naturally, modern CNNSs process color images with
three layers (usually RGB: red, green and blue).

In CNNSs, convolution and subsampling layers
are made up of multiple neurons layers called fea-
ture maps or channels. Convolutional layers work on
the kernels basis or filters that deal with the certain
image features recognition. The filter moves along
the image and determines whether some desired fea-
ture is present in a particular part of it. To obtain an
answer of this kind, a convolution operation is per-
formed, which is the sum of the products of the filter
elements and the input signals matrix (Fig. 2). Sub-
sampling is performed to speed up the learning pro-
cess and reduce the computing resources consump-
tion. Most often, subsampling is performed using the
max pooling operation. The max pooling means
moving the window along the matrix with data.
From the pixels falling into its field of view, the
maximum is selected and moved to the resulting ma-
trix (Fig. 3). With the help of max pooling layers,
insensitivity to the small input image distortions is
achieved, as well as the dimension of subsequent
layers is reduced [16].

The last CNNs layers are several fully connect-
ed layers. These are some of the simplest layers, in
which every neuron in one layer is connected to eve-
ry neuron in another layer. Thus, an image (most
often a three-layer — RGB) is fed to the neural net-
work input, and the output is a class to which the

image belongs. Often, the number of the neural net-
work outputs corresponds to the classes’ number.

In the problem under consideration, a photo of a
trading floor section taken in real time is fed to the
neural network input. Two outputs are enough. The
maximum signal at the first output should be set
when there is a masked person on the image (or if
there are no people in the frame), and at the second —
if there is a person without a breathing mask.

The purpose of this paper is to obtain the
trained model of a Convolutional Neural Network
(CNN) for identifying people without breathing
masks acceptable prediction accuracy.

To achieve the goal, it is necessary to solve the
following tasks:

1. Choose a CNN architecture suitable for clas-
sifying images with human faces.

2. Collect and label the dataset required to train
and test the model.

3. Train a CNN model and propose the intelli-
gent system scheme for identifying people without
breathing masks.

4. Perform testing on images that were not used
in training process and evaluate the main quality
factors of the resulting model.

1. BRIEF OVERVIEW AND CHOICE OF
THE CNN ARCHITECTURE FOR IMAGE
CLASSIFICATION

AlexNet is a convolutional neural network that
has had a major impact on the development of ma-
chine learning, especially computer vision. This neu-
ral network won the ILSVRC in 2012 [17]. AlexNet
collected the latest techniques at that time to im-
prove network performance. So, it turned out that
the use of the Rectified Linear Unit (ReLU) (Fig. 4)
activation function instead of the more traditional
sigmoid and hyperbolic tangent functions allowed
reducing the learning epochs number by six times.
ReLU is currently the most commonly used activa-
tion function as it overcomes the gradient fading
problem inherent in other activation functions.
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Fig. 1. Architecture of LeNet-5

Source: compiled by the authors
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Source: compiled by the authors
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Fig. 4. ReLU activation function
Source: compiled by the authors

Also, AlexNet uses such an important technique
as dropout [18]. The essence of this technique is to
randomly disable each neuron on a given layer with
probability in each epoch. Dropout addresses one of
the main deep neural networks problems — overfit-
ting [19]. The essence of this technique is to ran-
domly disable each neuron in a given layer with
some probability in each epoch.

Another architecture that won the ILSVRC in
2013 is ZFNet [20]. The main innovation of this ar-
chitecture is the filter visualization technique — a
deconvolution network, consisting of operations in-
verse to convolution. An example of a deconvolu-
tion network is shown in Fig. 5 [21]. The ideas be-
hind the ZFNet architecture have become a signifi-
cant contribution to the CNNs development.

In 2014, work [22] proposed the architecture
called VGG or VGGNet. The main and distinctive
idea of this structure is to keep the filters as simple
as possible. Therefore, all convolution operations are
performed using a filter of size 3 and a step of 1, and
all subsampling operations are performed using a
filter of size 2 and a step of 2 (Fig. 6).

224x224x3 224x224x64

12x 128

1x1x4096 1x1x1000
3¢ =)=
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=) max pooling

= fully nected+ReLU
(1) softmax

Fig. 6. Architecture of VGG Net
Source: compiled by the authors

The authors of work [22] showed that a layer
with a 7x7 filter is equivalent to three layers with
3x3 filters, and in the latter case 55 % fewer parame-
ters are used. Likewise, a 5x5 filter layer is equiva-
lent to two 3x3 filter layers, which save 22 % of the
network parameters.

Along with the convolutional modules simplici-
ty, the network differs from previous solutions in a
greater depth. The most important idea, first pro-
posed in [22], is to overlay convolutional layers
without subsampling layers. The overlay of convolu-
tional layers provides a rather large receptive field,
but the parameters number is much less than in net-
works with large filters.

VGG Net is used as part of more complex net-
works for object detection [23], semantic segmenta-
tion [24] and other tasks [25].

Thus, the main development of convolutional
network architectures has been to simplify filters and
increase network depth. In 2014, a different ap-
proach was proposed in [26], called the GoogleNet
architecture. The inception module is one 0Goog-
leNet main achievements (Fig. 7) [26].

Fig. 5. Deconvolution network
Source: compiled by the authors
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Fig. 7. The inception module
Source: compiled by the authors

The inception module uses several parallel
branches that calculate different properties based on
the same input data, and then merges the results.
Another feature of this module is the use of 1x1
convolutional layers. As shown in [27], 1x1 convo-
lution is an easy way to reduce the property map
dimension.

The developers of the ResNet (residual net-
work) network [28] noticed that with an increase in
the number of layers, the convolutional neural net-
work can begin to degrade. This training problem is
called the vanishing gradient problem [29]. The crux
of the problem is that a chain rule is used when
working with back propagation method. If the gradi-
ent has a small value at the network’s end, then it can
take an infinitesimal value by the time it reaches the
beginning of the network. This can lead to the im-
possibility of network training [30].

In [28], it was assumed that if a CNN has
reached its accuracy limit on a certain layer, then all
subsequent layers will have to degenerate into an
identical transformation, but this does not happen
due to the complexity of training deep networks. As
a result of research [28], it was proposed to intro-
duce the residual block. When it is used, the input
data is passed over a shortcut, bypassing the trans-
formation layers and added to the result (Fig. 8).

weight layer
F(x)
weight layer

F(x)+x ﬂ

Fig. 8. The residual block

Source: compiled by the authors

After the ResNet effectiveness recognition, up-
dated versions of the Inception network were pre-
sented: Inception-v4 and Inception-ResNet [31].

After analyzing the features of the presented
CNN architectures, it was decided to use the VGG-
16 architecture. Number 16 in the name VGG-16
refers to the fact that this has 16 layers that have
some weights (the deeper VGG-19 architecture is
also known [32]).

The VGG-16 advantage is its ease of imple-
mentation. One of the VGG-16 disadvantages was
the slow learning speed. Currently, due to the com-
puter technology development, this drawback has
been eliminated. This architecture is well document-
ed and is used to perform classification tasks of me-
dium complexity. The VGG-16 training dataset does
not have to be large.

2. COLLECT AND LABEL THE DATASET

In supervised learning, the neural network is
trained on a labeled dataset and predicts responses,
which are used to evaluate the accuracy of an algo-
rithm on the training data. Data collection and label-
ing (in the classification case, dividing it into sepa-
rate classes) is a very important step.

The dataset was obtained from the filming re-
sults from security cameras of the shopping malls in
Tokyo. Since several people can be in the same
frame, each photo was previously divided into small
sections. Then the resulting images were saved as
JPG files.

Thus, individual people must be detected before
classification can be performed. OpenCV [33] His-
tograms of Oriented Gradients (HOG) [34] is used to
detect people. This model is well known, so a pre-
trained version of it was used. An example of an im-
age obtained with a pre-trained model is shown in
Fig. 9.

Fig. 9. The residual block
Source: compiled by the authors

Cutting of separate image parts is performed in
accordance with the found bounding boxes. As
shown in Fig. 9, individual people's bounding boxes
overlap. This overlap makes it impossible to accu-
rately separate individuals. However, for a VGG-16
based classifier, such noise will not pose a signifi-
cant problem.

After automatically slicing the images along the
bounding boxes, dataset labelers manually split all
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images into 2 folders. The first folder corresponds to
the first class (“a person in a breathing mask™), the
second — to the second class (“a person without a
breathing mask™). Sample images assigned to each
of the classes are shown in Fig. 10.

The second class

The first class

Fig. 10. Sample images assigned to
each of the classes
Source: compiled by the authors

In total, 2000 images for the training dataset
were collected for each class. The validation and test
datasets consist of 500 images each.

An intelligent identification system for people
without breathing masks should contain a classifier
based on a VGG-16. And its general functioning is
provided according to a certain scheme.

3. AN INTELLIGENT SYSTEM FOR
IDENTIFYING PEOPLE WITHOUT
BREATHING MASKS

A key element of the intelligent system is the
trained VGG-16 model. CPU is not suitable for
training the VGG-16 in a reasonable amount of time.
This task requires a powerful GPU or cloud services.
In this regard, Google Colab is a convenient and free
solution for machine learning problems. Google
Colab is a cloud service based on Jupyter Notebook
[35]. Google Colab provides everything for machine
learning right in web browser and gives free access
to fast GPUs.

The VGG-16 direct implementation is done us-
ing TensorFlow, an open source machine learning
software library. Additionally, the Keras neural net-
work library is used as an add-on over TensorFlow.
This library greatly simplifies the developer's job as
it is designed to be compact, modular, and extensi-
ble.

The training data was uploaded to Google Drive
and divided into separate folders in accordance with
the structure shown in Fig. 11.

base_dir

% test
\ F— mask

\ L— no_mask
}—— train
\ F— mask

\ L— no_mask
L— validation

— mask

L— no_mask

Fig. 11. The structure of the data folders
Source: compiled by the authors

The scheme of layers connection for the VGG-
16 network used to identify people without a breath-
ing mask is shown in Fig. 12. In this figure, the fol-
lowing designations are adopted: Conv2d — 2D con-
volutional layers (this layer creates a convolution
kernel that is convolved with the layer input to pro-
duce a tensor of outputs), Max_Pooling2d — max
pooling layers for 2D spatial data, Flatten — input
data flattering layer, Dense — regular densely-
connected layers.
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Fig. 12. The scheme of layers connection

for the VGG-16 network
Source: compiled by the authors

Conventionally, the VGG-16 neural network
architecture can be divided into 6 parts:

— convolutional part 1, consisting of two convo-
lutional layers Conv2d_1, Conv2d_2 and one sub-
sampling layer Max_Pooling2d_1,;

— convolutional part 2, consisting of two convo-
lutional layers Conv2d_3, Conv2d 4 and one sub-
sampling layer Max_Pooling2d_2;

— convolutional part 3, consisting of three con-
volutional layers Conv2d_5, Conv2d_6, Conv2d_7
and one subsampling layer Max_Pooling2d_3;
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— convolutional part 4, consisting of three con-
volutional layers Conv2d_8, Conv2d_ 9, Conv2d 10
and one subsampling layer Max_Pooling2d_4;

— convolutional part 5, consisting of three con-
volutional ~ layers  Conv2d_11, Conv2d 12,
Conv2d_13 and one  subsampling layer
Max_Pooling2d_5;

—flatten and dense part 6, consisting of one
flatten layer Flatten_1 and three fully connected
(dense in Keras) layers Dense_1, Dense_2, Dense_3.

Each input image is scaled to the dimension of
the input convolutional window (224x224). In this
case, scaling along the abscissa and ordinate axes
can be performed with different coefficients, dis-
torting the image. However, for the considered neu-
ral network, such distortion is not significant.

After passing the data through the five convolu-
tional neural network parts, the result is flattened
and represented as a vector of 25088 values
(Fig. 12). The neural network has 2 outputs (accord-
ing to the number of classes).

The summary representation shows the neural
network features (Table 1). It uses a ReLU activa-
tion function to produce a probability distribution
over the output classes. The total number of traina-
ble parameters is 134268738.

Table 1. Summary representation of the network

Layer Output shape Parameters
number
Conv2d 1 (224, 224, 64) 1792
Conv2d_2 (224, 224, 64) 36928
Max_pooling2d_1 (112, 112, 64) 0
Conv2d_3 (112, 112, 128) 73856
Conv2d_4 (112,112, 128) 147584
Max_pooling2d 2 (56, 56, 128) 0
Conv2d_5 (56, 56, 256) 295168
Conv2d_6 (56, 56, 256) 590080
Conv2d_7 (56, 56, 256) 590080
Max_pooling2d_3 (28, 28, 256) 0
Conv2d_8 (28, 28, 512) 1180160
Conv2d_9 (28, 28, 512) 2359808
Conv2d_10 (28, 28, 512) 2359808
Max_pooling2d_4 (14, 14,512) 0
Conv2d_11 (14, 14, 512) 2359808
Conv2d_12 (14, 14, 512) 2359808
Conv2d_13 (14, 14, 512) 2359808
Max_pooling2d_5 (7,7,512) 0
Flatten 1 (25088) 0
Dense_1 (4096) 102764544
Dense 2 (4096) 16781312
Dense_3 (2) 8194

Source: compiled by the authors

The image augmentation technique is a well-
known approach for increasing the training dataset
size. Even a small original dataset can be significant-
ly expanded using augmentation.

In this work, Keras ImageDataGenerator is used
to perform augmentation in automatic mode. Keras
ImageDataGenerator provides a host of different
augmentation techniques like standardization, rota-
tion, shifts, flips, brightness change and other. How-
ever, the main benefit of Keras ImageDataGenerator
is that it increases the dataset size in real time, right
during training.

Three Python generators were created to per-
form augmentation: train generator, validation gen-
erator and test generator. Each of them generated a
data stream for training, validation and testing, re-
spectively.

When training VGG-16 network, the following
parameters were used: optimizer="RMSprop’,
loss="categorical crossentropy', metrics="acc', learn-
ing rate=10"°, epochs=20, steps per epoch=200. That
is, the 'RMSprop' optimization algorithm is used.

RMSProp (Root Mean Square Propagation) is a
method in which the learning rate is adapted for each
of the parameters. The idea is to divide the learning
rate for a weight by the moving average of the recent
gradients for that weight.

The categorical crossentropy loss function is a
very good measure of how distinguishable two dis-
crete probability distributions are from each other.

Training in the Google Colab cloud service
with GPU hardware acceleration lasted 8926 sec-
onds. The learning curves obtained from the model
training results are shown in Fig. 13 and Fig. 14.

— Taining acc
065 — Validation acc

0.0 25 50 75 00 125 150 175

Fig. 13. Training and validation accuracy

Source: compiled by the authors

As follows from Fig. 13, at the end of the last
(twentieth) epoch, the training accuracy is 0.9962
and validation accuracy is 0.9020. This means that
99.62 % of the images from the training dataset and
90.2 % — from the validation (unused for training)
dataset are classified correctly. Such quality factors
are suitable for practical application of the trained
model.
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At the end of the training, the loss function
reaches 0.0105 in the training dataset and 0.0723 in
the validation sample (Fig. 14). The peaks in the val-
idation loss function are due to the use of dropout.

175 1 —— Taining loss

— V\alidation loss
150

0o 25 5.0 75 00 125 150 175

Fig. 14. Training and validation loss
Source: compiled by the authors

The trained model is saved to a binary PB (pro-
tobuf) file. The PB file stores the actual program or
model, as well as a set of named signatures, each of
which identifies a function that takes tensor input
and produces tensor output. In this form, the model
can be easily transferred to a mobile device, for ex-
ample, Intel Movidius Neural Compute Stick (NCS)
[36]. The NCS module can be easily integrated into
a surveillance system. For its connection, it only re-
quires a microcomputer with a USB port.

The intelligent system scheme for identifying
people without breathing masks is shown in Fig. 15.
Initial data in the form of video streams comes from
N cameras installed in different locations of the
shopping mall.

The first data preprocessing is to extract sepa-
rate frames from video streams. There are many
software tools for extracting frames from a video
stream. The standard set of OpenCV functions is
most often used in machine learning. In particular,
for video capturing task, the VideoCapture class
from the OpenCV library is used. Thus, at the first
stage of preprocessing, each video stream is divided
into separate images Framel.l, Framel.2, ...,
Framel.M; Frame2.1, Frame2.2, ..., Frame2.M; ...;
FrameN.1, FrameN.2, ..., FrameN.M (Fig. 15).

The second preprocessing task is to detect indi-
vidual people. For this, as at the stage of training
data preparation, HOG from the OpenCV library is
used. Thus, images of the same size obtained at the
first stage (after VideoCapture) are divided into
smaller ones of various sizes. Each video stream
generates a different images number to process (the
more people in the frame, the more images). For ex-
ample, the first video stream gives P images (Im-
agel.l, Imagel.2, ... , Imagel.P), the second — Q

(Image2.1, Image2.2, ... , Image2.Q), the N-th — S
(ImageN.1, Image N.2, ..., ImageN.S).

Trained VGG-16 model receives images Im-
agel.l, Image 1.2, ..., Imagel.P; Image2.1, Im-
age2.2, ..., Image2.Q; ...; ImageN.1, Image N.2, ...,
ImageN.S as input. At the output, each image is as-
sociated with one of the classes: 0 (“a person in a
breathing mask”) or 1 (“a person without a breathing
mask”). It should be noted, that the constructed
model has two outputs. The first output shows the
probability that the image is of a person wearing a
breathing mask. The second is the probability of not
having a breathing mask. To get a response in the
form of 0 or 1, the maximum argument function
(argmax) from the NumPy library was used.
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Fig. 15. The scheme of the intelligent system for

identifying people without breathing masks
Source: compiled by the authors

Area 1
< Area 2
< Area 3
WAre:a N

The identification of the situation in the areas
monitored by cameras is carried out as a common
logical task. Each camera gives the number of rec-
ognized classes (0 or 1), conventionally equal to the
people number in the frame. For example, P values
for the first camera (Classl.1, Classl.2, ,
Class1.P). If in such a sample there is at least one
“1”, then the area monitored by the camera is con-
sidered problematic. The logical conclusion is
formed according to the following formulas:
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Areal=Class1.1v Class1.2v ...v Class1.P,
Area2 =Class 2.1v Class 2.2 v ...v Class 2.Q,
Area3=Class3.1v Class 3.2 v ...v Class 3.R ,

AreaN =ClassN .1v ClassN .2 v ...v ClassN .S .

The security post regularly receives a problem
area report via the human-machine interface. Thus, a
security service consisting of a limited personnel
number can effectively monitor compliance with the
mask regime in the context of the COVID-19 pan-
demic.

4. TRAINED MODEL TESTING

A sample of 500 images was used to test the
model. These images were not used in the training
and validation process.

An example of prediction on test images is
shown in Fig. 16 and Fig. 17. Integrated test results
are illustrated by the confusion matrix presented in
Table 2.

Predicted class is @ Predicted class is @

0

Fig. 16. An example of a person

in a breathing mask prediction
Source: compiled by the authors

Predicted class is 1 Predicted class is 1

Fig. 17. An example of a person

without a breathing mask prediction
Source: compiled by the authors

Machine learning conventions presented in
Table 2:

— TP — a true positive is an outcome where the
model correctly predicts the positive class;

—TN - a negative is an outcome where the
model correctly predicts the negative class;

— FP — an outcome where the model incorrectly
predicts the positive class;

— FN — an outcome where the model incorrectly
predicts the negative class.

Table 2. Confusion matrix

Predicted
Positive Negative
(mask) (no mask)
Actual True TP =486 FN=14
Actual False FP =47 TN =453

Source: compiled by the authors

Metrics calculated by confusion matrix:

Precision = ™ = 486 =0.91,
TP+ FP 486 + 47
Recall = ™ = 486 =0.97,
TP+FN 486+14
Fl1-2. PreC-IS.IOH -Recall 5. 0.91.0.97 094
Precision + Recall 0.91+0.97

Precision is the fraction of relevant instances
among the retrieved instances. Recall is the fraction
of the relevant instances total amount that was actu-
ally retrieved. The F1 score is the harmonic mean of
the precision and recall. The highest F1 value
achieved with ideal precision and recall is 1.

Quality metrics (Precision, Recall and F1
score) above 0.9 indicate good predictive quality.
Models with such metrics are considered ready for
implementation in production.

CONCLUSIONS

The main developments in the field of convolu-
tional neural networks over the past decade are ana-
lyzed. The VGG-16 architecture was chosen for the
research. The VGG-16 architecture was chosen for
the research, since it is easy to implement, does not
require large amounts of data for training, and
achieves acceptable accuracy in image classification
problems of medium complexity.

The dataset was collected and labeled for train-
ing and testing the neural network model. OpenCV
HOG algorithm was proposed to detect an individual
people in the image.

The CNN model was trained and the intelligent
system scheme for identifying people without
breathing masks was developed. The direct imple-
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mentation of a neural network is done using Tensor-
Flow, an open source machine learning software
library. Additionally, the Keras neural network li-
brary is used as an add-on over TensorFlow. Ac-
cording to the results of training 99.62 % of the im-
ages from the training dataset and 90.2 % — from the
validation dataset were classified correctly. Such
guality indicators are suitable for practical applica-

As a result of assessing the predication quality,
the following metrics were obtained: Preci-
sion=0.91, Recall=0.97, F1=0.94. Models with such
metrics are considered ready for implementation in
production. Thus, the proposed neural network ar-
chitecture and the model trained on its basis are
completely suitable for use in the intelligent system
for identifying people without breathing masks.

tion of the trained model.
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AHOTANIA

Harnemis COVID-19 mae Benmuue3HMid BIUIMB Ha OKpeMUX JiroAel Ta rpomaan. barato oprasizamiii CTUKAIOTBCS 31 3HAYHUMH
nepebosiMu poOOTI Ta mMpodIeMaMH, [0 BUMAaraloTh HETAHHOTO pearyBaHHs Ta BupimieHHs. ComianbHa AUCTAHIIA, AUXaTbHI MAaCKH
Ta 3aXUCT OYeH, K mpodimakTudHi 3ax01u npoTH nommperHs COVID-19 3a BiacyTHOCTI eeKTHBHOI MPOTHBIPYCHOT BaKIIWHH, Bifi-
TpaloTh BAXJIMBY pojb. 3a00poHa 3IiCHEHHS IOKYIIOK 0€3 MacKH y CylepMapKeTaxX Ta TOPTiBENFHUX IEHTpax € 000B’S3KOBOIO B
Oinpimocti kpaiH. OHAK TPU BEJUKIN KiJTBKOCTI MOKYIIIIIB OXOpPOHA HE MOXeE MEPEBIpUTH HAsSBHICTD TUXAIFHUX MAacoK Ha BCix. He-
00XiTHO 3aIpOBaIUTH iHTEIEKTyaJIbHI 3acO0M aBTOMATH3Allii, SIKi TOTIOMOKYTh IPAIFOBATH OXOPOHi. Y 3B'SI3KYy 3 UM Y CTaTTi Ipo-
MOHYETHCS CyJacHE pillleHHs — IHTENeKTyallbHa CHCTeMa iqeHTUdiKamii oael 6e3 TuxadbHAX MacoK. 3alpOIIOHOBAaHA IHTEICKTYya-
JIbHA CHCTEMa TPAIFOE Pa3oM i3 CHCTEMOIO BifeocmocTepeskeHHs. CrcTeMa BiIeOCTIOCTEPEIKEHHS Ma€ CTPYKTYPY, IO BKIIOYAE Bi-
JIeOKaMepH, 3alrcyrodi MpUCTpoi (KOPCTKI JUCKU) Ta MOHITOpH. BimeokaMepu 3HIMAIOTh 30HH MPOJaXy i MepeaaroTh Bineo3o00pa-
JKEHHS Ha 3aliCYI0Ui MPHUCTPOT, SKi, B CBOIO Yepry, (iKCYIOTh Te, IO BiAOYBAETHCS 1 BiIOOPaKalOTh Bifieo 3 Kamep Oe3mocepeaHbo
Ha MOHITOpi. OCHOBHOIO iZIE€I0 3alIPOTIOHOBAHOTO PIlIEHHS € BHKOPUCTAHHS IHTENEKTYaIbHOI CHCTeMH Kiacupikamii 300pakeHb,
MepiOINIHO OTPUMYBAHUX 3 KaMep CHCTEMH BifleoCTIOCTepekeHHs. Po3pobieHuil kimacudikarop moaiise moTik 300pakeHHs Ha JBa
knacu. [lepmmii kac — «IOMHA B IUXaNbHIA MacIi», a IPYTuil — «roanHa 6e3 auxanbHoi Mackuy. Komu 3’ ABJsieThes 300paskeHHS
JIPYroro Kiacy, To0To oco0a, sika 3HsuUla IUXalbHy MacKy a0o 3aiilia B cymepMapkeT 0e3 JUXallbHOI MackH, ciryx0a Oe3neku He-
raifHO OTpUMaE MOBIJOMIICHHS 13 3a3HAUCHHSAM MPOOJIEMHOI 30HH. [HTeIeKTyanbHa cucTeMa Kiaacudikailii 300pakeHb 3aCHOBaHa Ha
3ropTKoBiil HeiipoHHiit Mepexxi VGG-16. Ha mpakrtuii 1 apxiTeKTypa JEMOHCTPY€E TapHi pe3yibTaTé Kiacudikarii 300paxeHb 3
BEIIMKOI0 CXOXKicTr0. JIJisl HaBYaHHs MOJIENi HEHPOHHOI Mepexi Oyna BUKOpucTaHa xMapHa ciyx6a Google Colab — Ge3komroBHmiA
cepBic Ha 6a3i Jupyter Notebook. HaBuena mozens 6a3yeTbest Ha BinkpuTii miatdopmi MammaHoro HaBuyanHs TensorFlow. Edexru-
BHICTb 3aIPOIIOHOBAHOTO PIllIeHHs MiITBEPKYEThCS MPABHIFHOIO OOpPOOKOI0 MPAaKTHYHO OTpUMaHOro Habopy aaHux. TouHicTh
knacudikarii cranoButs Bunie 90 %.

KorouoBi cioBa: intenekryansHa cucrema; VGG-16; sroptkoBa HeliponHa Mepexa; TensorFlow; xiacuikarist 300paxeHs;
TOYHICTb; QYHKI[is] BTpAT; MalllMHHE HABYAHHS
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AHHOTALIUS

Mangemuss COVID-19 umeer orpoMHOe BIHSHUE Ha OTACNIBHBIX JIOACH U coobuiecTBa. MHOTHE OPraHU3alUK CTaIKHBAIOTCS
CO 3HAYHUTEIBHBIMU ITepebosMH paboTe U mpodieMaMy, TPeOYIOIMMH HEeMEUIEHHOTO pearnpoBaHus U perreHus. ConuanbHas Au-
CTaHLM, IbIXaTeJIbHbIE MAaCKH U 3aIllUTa IJ1a3, Kak MpoguiakTHyeckue Mepsl IpotuB pacnpocTtpaneHus COVID-19 npu orcyrcTBun
3¢ ()eKTHBHOH NPOTHBOBUPYCHON BAKIMHBI, MI'PAIOT BAKHYIO POJIb. 3alpeT COBEPIICHHS IOKYNOK 0e3 Macku B CylepMapKeTax H
TOPTOBBIX LIEHTpPaX SIBIISIETCS 00s3aTeNbHBIM B OONBIIMHCTBE cTpaH. OqHako mpu OOJBIIOM KOJIMYECTBE IOKyIaTeleld oxpaHa He
MOXET NMPOBEPUTH HAIMUME IbIXaTENbHBIX MAacoK Ha BceX. HeoOXxoquMo BHEIPUTH MHTEIUIEKTyalbHBIE CPEACTBAa aBTOMATH3ALHH,
KOTOpBIE IIOMOTYT B paboTe OXpaHbL. B CBs3M C 3THM B cTaThe NpEAIaraeTcsi COBpPEMEHHOE pelleHne — HHTEeIUIeKTyalbHasl CHcTeMa
uaeHTHGUKanuy mozei 6e3 JpIxaTenbHbIX Macok. IIpeioxkeHHas HHTENIEKTyallbHas cucTeMa paboTaeT BMECTE C CUCTEMOH BHIEO-
HaOmoeHns. CucteMa BUJICOHAOMIOEHH UMEET CTPYKTYPY, BKIIIOUAIOIIYI0 BUIEOKAMEPHI, 3allUCHIBAIONINE YCTPOIicTBa (XKECTKHE
JIICKH) M MOHHUTOPEIL. BueokaMepbl CHIMAIOT 30HBI IPOJAXK U IepelafoT BHACON300pakeHNe Ha 3alICHIBAIOIINE YCTPOHCTBA, KOTO-
pBIe, B CBOIO O4epenb, GUKCUPYIOT MPOUCXOAIIEe U OTPAKAIOT BUAEO C KaMep HEIMOCPEACTBEHHO Ha MoHUTOpe. OCHOBHOM naeei
MIPe/UIaraeMoro PEeIleHus! SBJISIETCS MCIONB30BaHWE HHTEIUIEKTYAIbHOW CHCTEMBl KIIACCU(HKAINU H300pakeHUH, MepHoIuIecKn
MOJTy4aeMbIX C KaMep CUCTeMBI BUIeoHa0 o eHus. Pa3paboTaHHbIH KiraccupuKaTop paseisieT MOTOK H300pakeHHs Ha JBa Kiiacca.
[lepBsIii KTacec — «4eIOBEK B IBIXaTEIBHON MacKey», a BTOPOH — «4esioBeK 0e3 apIxaTenbHOi Mackuny. Korna mossisercs n3obpaxe-
HHE BTOPOTrO Kjacca, TO €CTh YeJIOBEK, CHSBIIMH JBIXaTebHYI0O MAcKy WM 3alleAIINi B cylepMapKeT 0e3 IbIXaTeJbHOW MAacKH,
ciryx6a 6e30MacHOCTH HEMEUICHHO MOJIYYUT COOOIIEHNE ¢ YKa3aHHeM MpoOIeMHOM 30HbBI. MHTeIeKTyanbHas ciucTeMa Kiaccuu-
KaIlMu H300pakeHHII OCHOBaHa Ha CBepTOUHOI HelponHo# cetn VGG-16. Ha npakTrke 3Ta apXUTEKTypa IEMOHCTPUPYET XOpOLIHe
pe3yabTaThl KiaccH(UKaUKA N300pakeHHH ¢ OOJIBIIMM cXOACTBOM. J[si 0OydeHuss Moaenn HeHpoHHOW ceTH ObLla MCIOJIb30BaHa
obmaynas ciyx6a Google Colab — Gecruatablid cepBuc Ha 6aze Jupyter Notebook. OOGy4ueHHass Monens 6a3upyercss Ha OTKPBITON
iatopme MamHHOTO 00ydeHust TensorFlow. DddexkTHBHOCTE NPeAIoKeHHOTO penIeH s IOATBEPKIaeTCs IPaBIIIbHOH 00paboT-
KO MPaKTHYECKH MOTYIEHHOT0 Habopa MaHHBIX. TouHOCTH KiaccupuKanuy coctanisieT Boime 90 %.

Kiwuessble ciioBa: uHTeIUIeKTyanbHas cuctema; VGG-16; cBepTounas HelipoHHas ceTh; TensorFlow; knaccudukanus nzo0-
paXEeHUIi; TOYHOCTH; (YHKIUS OTEePh; MAIIMHHOE 00y4YeHHe
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