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ABSTRACT

The article deals with the theoretical aspects of effective allocation of subsets of the valid options sets in technology making
design decisions. As a result of analysis of the current state of the problem revealed that due to the combinatorial nature of most tasks
synthesis number of alternative solutions dramatically increases with the dimension of design problems. The vast majority of options
is ineffective. They can be improved at the same time on all the quality parameters. This leads to the need to develop methods for the
isolation procedures subsets of effective design solutions tailored to the features of the original sets, as the complexity of the
requirements and the accuracy of the solution. To meet the challenges of various dimensions on convex and non-convex set of
feasible options to choose the exact and approximate methods based on pair-wise analysis of the options, theorems Karlin and
Germeyer. To reduce the time complexity problem solutions proposed methods of pre-allocate a plurality of approximate methods
effective solutions “sector” and “segment”. According to the analysis method estimates the computational complexity as a function
of the dimension of the original set of alternatives and the amount of local optimization criteria established that the selection of sets
of effective solutions of approximate the original set of alternatives at high power always is appropriate. This can significantly reduce
the complexity of solving the decision-making tasks without loss of effective alternatives. The analysis time complexity methods
revealed that the most efficient for large-scale problems is to use a scheme based on a modified method “segment”. The results are
recommended to be used in the procedures for multifactor solutions in the design and management systems. Their use will improve
the degree of automation of processes.
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INTRODUCTION contemporary design objects generated or selected
subset of the effective options can be quite large,
unsuitable for the final expert evaluation and
selection. This leads to the need to reduce the set of
effective options based on a programmed preference
between quality indicators.

The effectiveness of man-made objects that are
used in various spheres of human activity, is largely
determined by the decisions taken in the course of
their design [1, 2], [3]. The design process involves
the iterative solution of a set of structural problems,
topological, parametric, process optimization in the LITERATURE REVIEW

conditions of incomplete information for a variety of As part of a systematic approach to the design of
functional and cost indicators (performance criteria) o,y equipment  designed  objects formalized

[iff 5]t.' Choosling_ thihbeSt.SOITtic:ns from a vargetyﬂ?f representation of this process in the form of a logic of
effective only in the simplest cases can be the building design solution [13]:

decision maker [6, 7], [8, 9], [10]. Because of the
combinatorial nature of most tasks synthesis number T =<P, In, Res, DD, PD >, @
of alternative solutions dramatically increases with
the dimension of design problems. The vast majority ) )
of options is ineffective (dominated). Each of these ~ (models) design; In —a plurality of source data tasks;
options can be improved on the set of feasible Res — many limitations tasks; DD — set of design
solutions at the same time in all respects. There decisions; PD — display of the design procedure
arises the problem of forming only efficient subset (method of solution), assigning to__each pair
(unimprovable  Pareto-optimal) ~design  decisions  _ |, Res. > empty subset < DD, >, i=1lp

constituting the plurality of compromises or
selection of a subset on the created set of feasible
embodiment [11, 12]. In addition, for many

where: P={P.}, i= ﬁ — an ordered set of tasks

From the viewpoint of information technology,
each of the design challenges presented as input to the
inverter output:
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The ordered set of problems in (1) is completely
soluble, if_for each of them there project procedures

PD., '=1P and every solution is the only [14]:

PD,(<In, ,Res, >)[=1, i=1lp (3

Modern technology design of complex objects is
iterative, involving alternating generation procedure
for this analysis, select the best of them.

The essence of the problem of the decision
seems logical statement “is required s°” or formally
<—-,8° > (where s° — optimal design solution) [15].
In this case, for the problems are considered that the
situation of decision-making Sit  determined
accurately enough, since there is some uncertainty
objectives and (or) the initial data (2). To go to the
task of deciding the type <Sit,s®> required
decomposition of the problem and the solution of
auxiliary problems of the form: “given <Sit,—>
need < Sit,s° > namely, << Sit,—>,<Sit,s° >> or
“given need namely
<< —,8° > < Sit,s° >> .

Further detail of the decision-making task allows
you to present it in the form of <S,/7 >, where
S={s} — a lot of options of design solutions
(alternatives); 77 — principle of optimality [16]. As a
solution to problems of the form < S,/7 > considered
a subset S, =S, obtained based on the received
principle of optimality 77 . The optimality principle
may be represented by a function selectionC,, , which
compares subset S, S part C,(S,).
Decisions,, the original problem isalotof C,(S).

Depending on the degree of certainty the
situation of decision-making are distinguished:
general problem (issue) decision (S and 17 -
unknown); task selection (S known); general
optimization problem (S and 77 known).

The decision problems of the form <S,/7 >
produced by forming a plurality of permissible
alternatives S with a further decision of the selection
task. When forming a plurality of S it assumed to be
known a universal set of alternatives S" . The task of
forming a plurality of permissible alternatives S
considered as a problem of choice <S",77' > (where
I7'— principle of optimality) which expresses the
conditions of admissibility of alternatives. The
solution of the problem S=C_.(S") it called the
initial set of alternatives. In view of this problem
decision can be reduced to solving the problems of
two successive selections [16].

In the end, the decision-making process seems
set of tasks [17] the formalization of targets;

<—-,58">, < Sit,s° >,

determining a universal set of alternatives SY;
determining a plurality of acceptable alternatives

S < sY; allocating a subset of viable alternatives
S® =S ; ranking alternatives se S®; selecting the

best alternatives® € S©.

The task of formalizing the goals of design
automation systems in the simplest case reduces to
the construction of the objective function P(s) based

on one or a plurality of indicators (local criteria)
efficiency k(s), i= 1,m taking real values on the set
of alternatives At the same time local
criteriak (s), i=1m, usually, have different
physical meaning, dimension, measurement interval,
and are contradictory.

Problem of determining the universal set of
alternatives S" it is based on the specificity of the
original design goals.

The problem of determining the set of
permissible alternatives S < S" it is to exclude from

the universal set S" a subset of options S not
satisfying the constraints solved the problem of

designing S =SY\S . It is required to determine the

functional and cost performance options se S” . The
major means for estimating the local properties

k(s), i=1,m options seS" are analytical and

computer simulation. To obtain generalized
assessments of the quality options P(s) methods

used expert and multivariate estimation based on local
criteria of utility functions [2], [4], [17].

The problem of distinguishing subsets effective
alternatives S® is excluded from the set of
permissible S, dominated (suboptimal) alternatives

belonging to the consent of the set S°. The solution

is called the effective s® €S (Pareto-optimal, best
possible, non-dominated) if there is not a preferred

solution se S, namely s° ~s vseS [17].

Solution to the problem of ranking of
alternatives is based on the paradigm of maximizing
utility. To solve it, there are two approaches:
ordinalistic and cardinalistic [18]. When using
ordinalistic approach ordering options made the
decision maker. As part cardinalistic approach made
the formation of a generalized criterion of efficiency
and the reduction of the problem to solve
optimization problems. It is assumed in both
approaches, which each variant of the set of
admissible seS attributed some utility (value)
P(s) whose value is determined and the order [17]:

VsveS:iss~v<«>P(s)>P(v);
s>V« P(s)>P(v); s2v«< P(s)=P(v).

seS.

444

Systems analysis, applied information
systems and technologies

ISSN 2617-4316 (Print)
ISSN 2663-7723 (Online)



Applied Aspects of Information Technology

2020; Vol.3 No.1 443-455

The task to choose the best alternative s° e SE
in the above specified conditions is reduced to
externalization generalized utility functions:

s® =arg maxP(s). 4)
SESE

Choosing the best option s°eSF it can be
made the decision maker, or generated on the basis
of the generalized criterion by solving the
optimization problem of the form (4) methods of
mathematical programming. In both cases it involves
determining ratingsk(s), i=1,m all generated
alternatives seS (where m — the number of local
criteria evaluation and selection).

The vast majority of the known exact methods
for solving design problems are non-polynomial
time complexity. With their implementation requires
the generation and analysis of a huge number of
options n=Card (S). So the solution of problems

of structural synthesis of the class centralized radial
nodal structures using the brute force method of
local extrema of objective analysis is required of the

order Card (S)=2" options (where r — the number

of components), a number of possible ring structures
for ~ nonsymmetrical ~ matrices  of  values
Card (S)=(r—1)!options. The problem arises of

the generation and analysis only effective
embodiments. In this version of the design solution

st eSF it called the effective (non-dominated) if
the set of admissible S there is no option seS for
which would have the inequalities:

ki(s)=k(s®),if k(s)—> max, (5)

ki(s)<k(s®),if k(s)—> min, (6)

and at least one of them was strict.

Power subset effective radial nodal structures
Card (SF), S® S for r=15+40 it may range
from a few percent to a few thousandths of a percent
Card (S) [19].

Depending on the particular design problems
using a variety of methods and algorithms of
allocation of subsets of viable options S®cS:
discrete choice gravimetric method [1], [3] pairwise
comparisons based on theorems Karlin and
Germeyer [20] evolutionary search based on genetic
algorithms [21, 22], [23].

Methods discrete choice paired comparisons,
and [3], [20] allow to correctly allocating subsets
effective embodiments. However, due to high
temporal complexity, these methods are applicable
only to a relatively small set of feasible solutions.
Weighting methods, including methods based on
theorems Germeyer and Karlin [1], [3], [20] have

lower adjustable temporal complexity than accurate
methods. However, they allow you to highlight

incomplete subsetS®. This method, built on the
basis of theorem Carlin as the sector method is
intended for convex set of feasible solutions [20]. By
using genetic algorithms to solve problems multi
objective optimization their effectiveness verified
solution of two problems: the ability of the
algorithm convergence to give Pareto optimal front
(convergence problem) and to provide good
distribution throughout the optimal solutions Pareto
front (distribution problem).

One of the widely used solutions for the
problems of formation of subsets of effective
solutions (Pareto front) on ultra-large size
admissible sets is a genetic algorithm with the
nondominant sorting NSGA-11 [24].

Its features include: a binary representation of
the data can be wused in conjunction with
conventional genetic operators (crossing-point and
point mutation); for continuous optimization
problems with multiple objective functions it is
recommended to use a realistic (decimal)
representation of the data. The latter requires the use
of specific genetic operators such as crossover and
imitation binary polynomial mutation.

In [25] a method of reducing the number of
target features based on the method of principal
components. The basic idea is that if the two
objective functions have a negative value of the
correlation function, they are included in the conflict
set and the data (matrix data) to analyze the Pareto
front. To analyze this data set (goal functions) and
its subsequent reduction using the method of
principal components  (eigenvectors of the
correlation matrix). Choosing a higher eigenvalues
vector components with the largest negative value,
and with the largest positive value identifies two
conflicting objective functions. Next, we study the
eigenvectors that go beyond the senior eigenvector.
Eigenvectors are selected such that their eigenvalues
in the amount exceeding the threshold value. Then
the idea to use this in any algorithm (for example,
NSGA-II) procedures considered as an iterative
process, and the resulting set of target functions
reduce using correlation analysis. An iterative
process stops when the current subset coincides with
the subset that has developed in the previous
iteration.

The disadvantage of this method is that it does
not guarantee the preservation of the structure of
domination.

The main drawback of evolutionary methods
implemented using genetic algorithms is the lack
of checks or operators procedures that implement
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mechanisms to accelerate the convergence to the
plurality of global optima. For example, the
effectiveness of genetic algorithms NSGA-II/I11
family can be enhanced by including an operator
implementing the  method of principal
components [25].

A review of publications on the issue of
allocation of subsets of viable options in information
technology making project decisions [26, 27] shows
that the existing mathematical models, methods,
algorithms and procedures focused on specific types
of permissible options sets are significantly different
temporal complexity and accuracy of the solution.

THE PURPOSE OF THE ARTICLE

Complex objects modern design technologies
features show the accruing trend according to
software  universalization, dedicated to the
identifying subsets of effective solutions task
resolving. It allows you to create requirements for
effective technology solutions of problems of
formation and selection of subsets of non-dominated
alternatives. With this in mind, the purpose of this
article is to develop methods for the procedures for
allocating subsets of effective design solutions
tailored to the features of the original sets, as the
complexity of the requirements and the accuracy of
the solution.

REQUIREMENTS FOR INFORMATION
TECHNOLOGY

In the development of tools for allocation of
subsets of viable options will take into account the
characteristics of the design decision-making
support technologies: close relationship problems
formalizing objectives, definitions of the universal
set of alternatives, the definition of reasonable
alternatives, allocating a subset of efficient
alternatives ranking alternatives, select the best
alternative, which requires a common response; the
combinatorial nature of the majority of its
component tasks (subtasks); the need to solve large-
scale problems; presence in the problem difficult to
formalize factors; High dynamic uncertainty or
source data; a wide range of conditions for solving
problems.

Analysis of the above features of the problem
allows us to formulate the requirements to be met by
effective information decision support technologies:

— a close relationship and incomplete
information certainty formalization purpose tasks,
determining a universal set of alternatives, determine
the set of feasible alternatives highlight subset
effective alternatives, ranking and selection of the
best alternative (1) of the initial data sets In, and

restrictions Res,, i:ﬁ it causes the iterative

nature of the methods and procedures to solve them.
In this way, will be provided by the solubility of the

complex decision-making tasks P ={P.}, i=1,p

the inputs;
— high complexity exact solution methods

(decision procedure) PD,, i:ﬁ (1) due to the

combinatorial nature of certain tasks, and a wide
range of conditions they require solutions in their
decision to use multiple methods with different
complexity and accuracy of the solution. This will
ensure the solvability of the problems of acceptance
of design decisions on resources;

— for the better use of experience of designers
and accounting factors of Difficulty making
processes of design decisions it is advisable to build
on the interactive (man-machine) procedures. The
process of finding the best solution in this case will
consist of complementary automatic procedures and
¢ involving intellectual synthesis system analysts and
operators CASE-applying means and expert systems;

— at all stages it is advisable to use techniques
that reduce the complexity of problem solving

P={P} i= 1p (1). For this purpose, they can be

used various kinds of heuristics tailored tasks,
solutions obtained by means of "quick™ procedures,
formal or expert estimates.

METHODS FOR SOLVING THE PROBLEM

To solve the problem effective allocation of
subsets of options within an adaptive design
decision-making support technologies form the
methods of the bank based on the convexity and non-
convexity of the original sets, as the complexity of
the requirements and the accuracy of the solution.

The problem of distinguishing subsets effective
design options S® S it is seen in the following
formulation. Given a set of acceptable design
solutions S ={s} each of which is defined by the

values m local performance criteria k (s), i=1,m.
To be recovered from S={s} a subset of
alternatives SF = S for each of which the evaluation
of local criteria do not satisfy the inequalities (5) and

(6).
PAIRED COMPARISON METHOD

Combinatorial paired comparison method
allows you to select subsets of viable options
S® ={s} both convex and non-convex on the set of

alternatives S . Its essence is as follows. Origin of the
alternatives se S included in the set of effective

S®. Each of the following options: veS is

compared with each of the embodiments se S® (in
the first step with a single one). If the next
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versionv e S best of each option S* at least one of
the indicators k,(s), i=1,m, it is included in the
S®. If some variantse S worse than the current
version ve S, it is excluded from S® and an option

v included in the subset S®. After viewing all the
alternatives s e S it will be allocated a subset of the

effective options S® < S. Thus the set of feasible

design solutions will be divided into two disjoint
subsets:

s=s°Us ,s*Ns =g. 7

This method allows to obtain the exact solution

of the problem, however, has a high time complexity.
METHOD BASED ON KARLIN THEOREM

A subset of the effective ST on a convex set of
feasible alternatives S based on theorem Karlin is by

combining the embodiments s°, i=1,m. Optimi-

zing each of the local criteria k; (s), the decisions of

parametric programming problem with respect to the
parameters [28]:

heA={%4:24>0 vi=1,m, Y 4=1}, (8
i=1

m
s; =arg Tasx{P(S)=Zﬂi§i(S)}- 9)
€ i=1
where &£(s), i=1,m — normalized value or utility
function i -th local criterion.
Usefulness (value) of the partial criteria values
ki(s), i=1,m are invited to express with their

affiliation functions of fuzzy sets “best option™. These
functions must satisfy a number of requirements [17]
and the dimensionless be monotonic; have a single
interval changes (for example, from 0 to 1); be
invariant to the form of the private extremum
criterion (min or max); allow to realize both linear and
non-linear, depending on local criteria values.

For a linear approximation of local criteria
values assessments k; (s) we will use the value of
the function:

— ki(s)—k~
Gi(s)=ki(s)=—"—"—"-",
i ! ki+ _ ki,
where k(s), k", k; — accordingly, the importance
of particular criteria for the option s e S , the best and
worst values of the criterion k,(s), i=1,m.

Function (10) requires minimal machining
operations to calculate their values among known
functions [29].

For a more accurate non-linear (S- and Z-shaped)

i=1m, (10)

approximation criteria local count values will use the
universal value function [30]:

a(b, +1){1—(b1 / [bl + @JD
Ka

0<k(s)<Ka;
a+(1-a)(b,+1)x

o)

ko <k(s)<1,

(s)= (11)

where: &(s)=ki(s); ka,a —normalized coordinate

values of point bonding, 0 <ka<1; 0<a<1; b,,b,

— factors that determine the form of the dependence
on the initial and final sections of a function.

Function (11) has the best value of the complex
index of “precision-complexity” to calculate its value
among the known nonlinear functions [30].

In practice, a reasonable amount of time to build
a whole set of effective alternatives S* < S using a
method based on Karlin theorem due to the
difficulties in solving the problems of parametric
programming (8) — (9) is possible only to a relatively
small set of feasible solutions S ={s} [20].

METHOD BASED ON GERMEYER THEOREM

A subset of the effective options S® =S on the
basis of the theorem is Germeyer by combining s,
i=1,m optimizing each of the local criteria k; (s),

i=1,m the decisions of parametric programming
problem with respect to the parameters [28]:

AeA={4:4>0 Vi=1,m, Zm:ziﬂ}, (12)
i=1
sy =arg masx{ P(s)=min 3;&(s)}. (13)

This method allows you to select subsets of
viable options both convex and non-convex on the set
of alternatives S ={s}. In most cases, build a whole

set of effective alternatives S® < S by a method

based on the theorem Germeyer not possible due to
the difficulty of solving problems of parametric
programming (12) - (13) [20].

METHODS FOR ISOLATING ROUGH SETS
EFFECTIVE SOLUTIONS

To reduce the time complexity of the methods
considered are encouraged to use effective allocation
of rough sets-making procedures (EARSM) S’ . Must
be fulfilled for such subsets requirement

S* =S'cS. To construct EARSM are encouraged
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to use the methods of “sector” and “segment” [20].
For this purpose, the set of feasible solutions
S ={s} pre-defined embodiments that lie on the

approximate boundaries of the plurality of S’ in the
space of local criteria k (s), i=1,m. Through the
points <k .k~ >, i=1,m (10) lying on the
boundary of the set of feasible solutions S ={s}

carried hyperplane which separates into subsets
embodiments falling respectively into sector

S/ oS or segment S;o>S°® and notoriously
ineffective S :
s=s/Us", s/Ns =2;
s=s,Us", s;Ns =o.
THE METHOD OF “SECTOR”

The essence of the basic method of "sector" to
select a subset S; oS on a convex set of feasible
design solutions S ={s} is as follows. On the set
S ={s} it is optimized for each of the local criteria
k(s), i=1,m, with the result that identifies best
solutions for each criterion:

s =argextr k,(s), i=1,m,
seS
and the corresponding values of other local criteria
ki(s?), j=1m, j=i.

Then, the best value of the local criterion k;(s)
equally k" =k;(s’)and worst among the local
criterion values k;(s) at the extremum of the other
criteria are:

ki =max k;(s}),if kj(s)— min,
J

ki =min k;(s}), if ki(s)—> max.
j

The obtained value pairs <k; ,k; >, i=1,m
displaying the approximate boundaries are set
S; ©S® space on local criteria K(s)=[k; (s)I; .
All variants of design solutions se S, for which
conditions k; (s)e [k ,k"],vi=1,m included in

EARSM S/ 5S®. All other options fall into a

subset obviously inefficient S .

Next, on the obtained EARSM S/ ={s}
implemented method of paired comparisons. The
result will be allocated a subset of effective options
SF < S, whose correctness is the condition (7).

The degree of reduction of the set of options to
be analyzed »=Cond(S)/Cond(S;) largely
depends on the amount of local criteria m,

particularly critical design objectives and methods
used at the same time. In the case of uniform
distribution of allowable characteristics for this

separation method using subset S; for a number of

local criteria m a reduction of the order y=2"

time. This can significantly reduce the
computational cost compared to the method of
paired comparisons.

THE METHOD OF “SEGMENT”

For a convex set of feasible solutions S ={s}

also it proposed to use more sophisticated method
“segment”, which allows to obtain EARSM much
smaller size. Its essence is as follows. Pre converts

local criteria values k(s), i=1,m in form of the

utility values of the functions (10) or (11). Then, on
the set of feasible solutions S ={s} identifies best

solutions for each of the local criteria
s° —argextr k(s), i=1,m .
seS

Values obtained in this local criteria
kj=ki(s}), i.j=1.m (14)
define the extreme boundary point display set
approximate S, >SF space on local criteria
K(s)=[k; (s)]Z,. Construct plane (m-plane,
hyperplane) extending through the end points (14)
and a cut-off region of feasible solutions S ={s} an
approximate set of effective solutions Sj o S©
(Fig. 1):

|F(k1<s)—k‘n) ...(I?m<s)—k‘ml)1|
det| (klz - 11) . (km2 I(ml) |20(15)
L(klm _kll) (kmm _kml) J

Represent hyperplane equation (15) in the
normal form:

Fla,....a,.;,.K(5)] =a, ki (s)+a,k,(s)+

N (16)
+..+a,k,(s)+a,,; =0,
where; K(s)=[ky(5),k,(8),...k ()] ;
a;, i=1,m —hyperplane equation coefficients (15).

For the separation points into subsets inefficient

s° and EARSM S, we will determine their
location relative to the plane (16).

For this we use the criterion of mutual
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disposition  of  points M (X;,Y;,..,2;) and
M,(X,,Y,,...,Z, ) relative to the plane:
AX+By+..+Cz+D=0, a7

wherein A, B, C, D — the coefficients of the plane
equation of the normal form.

Points M (Xy,Y;,2;) and M,(X,,Y5,...,2, )
they are located on opposite sides of the plane, if the
numbers

Ax; +By; +...+Cz, + D,
AX, + By, +...+Cz, + D

have opposite signs. Lies in the plane if the
corresponding number is zero.

As the first point will use the origin, i.e.,
M,(0,0,..,0). As a second corresponding to the

value of the local criteria for point of useM,
coordinates M, (ki;, ki,,..., k.- ), an alternative
s.eS, namely ky(s;), Ky(8;), ..., k(s;). Then a
point lying in the field S, must lie on the opposite
side  or plane (16) relative to the
originM,(0,0,...,0).

We define the ratio (16), the value F(M,)for
the point of the origin. We calculate the value

F [ lZ( Si )] =q IZi:L +a2k_iz oot amk_im Tan-
to point M, with coordinates
(kiy Kiy ..., ki ) ,cOrresponding  to  yet  another
embodiment s, € S. If the value F[K(s;)]=0 or
has a sign opposite to F(M, ), we refer embodiment

l;z(s) 4

k22

s, € S set to the approximate S; o S E  otherwise set

to inefficient S For the problem s
alwaysF(M,;)<0, and therefore, require the
validation is performed only one

condition F[K(s; )] =0.
Next, on the obtained EARSM S]={s}

implemented method of paired comparisons. The
result will be allocated a subset of effective
optionsS® <= 'S, whose correctness is the condition
(7).

The degree of reduction of the set of options to
be analyzed y=Cond(S)/Cond(S,) also
depends on the amount of local criteria m,
particularly critical design objectives and methods
used at the same time. Under the same conditions, the
proposed method of isolating a subset S; it gives a
much more compact subset of design solutions
options than the method of “sector” (Fig. 1).

For uniform distribution of origin of design
solutions options in the space of local criteria for
m=2 we use as an estimate of the degree of
reduction EARSM Card (S;) and Card (S3)

relations sector areas S;, segments S; and S;. Fora
basic method “segment” degree of reduction S, about
S; itis 2.74 times, and S; regarding S; about 11.03

>

>

ky(s)

Fig. 1. The boundaries of subsets S; and S, on the convex set of alternatives in the space of

normalized criteria k,(s) and k,(s)
Source: compiled by the author
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To reduce the temporary complexity of the
proposed modification of the “segment”. It assumes
the definition of additional r support options

s!,8p,..,s. €S5 whose coordinates in space of
particular criteria k;(s/), j=1,m define points, as
can be more evenly distributed in SE. As the
support may be  selected embodiments

s;,s5,....s. €S which are solutions for parametric
programming problems r points:

AjeAt={4;: 4;>0 Vj=1m, Y 4, =1}, (18)

= Aki(s), 19
s argrgngj iki(s) (19)

where: K,(s)=[(k;(s)—ky )/ (K —k; )1,
j=1,m— linear monotonic transformation of local

criteria.
In particular, r=1 as the reference option is

selected s’ S® whose coordinates in space criteria
ki(s), j=1,m define a point lying closest to the

center of the set SF found regarding borders

s'=arg maxZIZj(s ). We construct a plane passing
seS

through the different sets of boundary points

coordinates ki =k;(s’),

i,j=1,m cutting off a plurality of S subset

oot ' E
$1,89,.. S, €S

S; > SF. Equations planes passing through m set

points determined by the expression (15).
In the next step to determine a subset of viable

options SF < S satisfying the correctness of the
condition (7) on the resulting EARSM S;={s}
implemented method of paired comparisons.

The proposed modification of the "segment" is
being implemented more difficult from a
computational point of view of the algorithm, but it
allows to determine the approximate subset S; much
smaller than the original version of the method of
“segment” (S,) and the method of “sectors” (S;)
(Fig. 2). For two local criteria m =2 and using one
reference embodiment r =1 EARSM reduction S;:
relative S it amounts to 40.2 times; abouts; — 9.7
times; about S, — 3.5 times. For r=2 EARSM
reduction S; increases and is as follows: with respect
to S is 88.73 times; about S, — 22.4 times; about S;

— 8.3 times.
With increasing number of local criteria m and

the number of reference for this r observed
acceleration of the reduction of rough sets effective
options S;. However, this method increases time
complexity due to the need r-fold solution of
problem (18) — (19) and the deployment of the
determinants (15) of larger size.

Evaluation methods temporal complexity
formation of a subset S® method combinatorial
directly from the set of feasible variants S in the
worst case it requires pairwise comparison of
options se S all local criteria k;(s), j=1,m. To

do this, on the setS, consisting of N =Card (S)
elements required to execute the order comparisons

fo(m,N ):o[m-cﬁ,], N =Card (S)

Determination EARSM S; by "sector” involves

choosing the best options for each of the criteria (of
the order m-N comparison operations), the
formation of boundaries (the order m? operations),
hit testing of each option on all of the criteria in the
selected border (about 2-m-N operations). Thus,
the time complexity of the method of forming s; is

fl(m,N):o[m2+3m-N].

The first two stages of the definition of S, by

“segments” coincide with the stages of the method
of “sector” and includes a number of order

m-N+m? operations. Preparation hyperplane
equation (15) requires the deployment size of the
determinant of the matrix mxm  (about
m!moperations). The decision whether the point S,

it involves calculating the values of F[lZ(si )]

(2-m-N operations for all the points of the set of
permissible variants S). In view of this, the time
complexity of the method “segment” of the order

fz(m,N):o[m!m+m2+3m-N]

In view of the fact that in practice N >>m it
can be assumed that the considered methods are
substantially the same temporal complexity
f(m,N)=0[3m-N].

Modification of the method “segment” implies
a further construction with two criteria problems
r+1 plane, which requires deployment r+1
determinant dimension 2 x 2. Given the fact that the
N >>m it has virtually no effect on the time
complexity of the method.
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kz(s)ﬂ

|(2+ =Ky,

ky =kq,

»
>

kf = k21

ki =k ki(s)

Fig. 2. The boundaries of subsetss;, S; and S; on the convex set of alternatives

for r=2, k; > max and k, —» max
Source: compiled by the author

The problems with the amount of local criteria
m >3 with one embodiment, the support r =1 and
large scale set of feasible solutions N =Card (S)

the amount of computation is not significantly
increased at m>3 and r>2 task of building S;

substantially more complicated, as it requires
solutions auxiliary tasks determining a plurality of
support options and system construction planes
forming convex surface. This makes inefficient use
of this modification of the method “segment” with
the number of support optionsr > 2.

Given the complexity of forming temporary
estimates obtained above procedures subset effective

design solutions S are as follows:
—according to the scheme S — S; — S©

fl(m,N,Nl):o[m2+3m-N +m~C,ﬁ1];
— according to the scheme S — Sj — SF©
fz(m,N,Nz)zo[m!m+m2+3m-N +m-C,f,J;
— according to the scheme S — S5 — S©
f3(m,N,N3):o[m!m+m2+3m-N+m-C,ﬁ3J,
where: N;, N,, N, —size of subsets S;, S;, S;,

N; =Card (S/), i=1,3.
It should be borne in mind that, in practice, a

large scale set of feasible solutions N =Card (S)
and a large number of local criteria m=>3:

N, >> N, >> N,. The difference in size sets N,

N, and N, sharply increases with increasing

number of alternatives in the original set of options
N =Card (S) and the number of partial criteria m .

The analysis time reducing the degree of
difficulty for methods based on preliminary
allocation EARSM showed that the most efficient

scheme isto use S — S5 — SF.

CONCLUSIONS

As a result of analysis of the current state of
the problem of support of acceptance of design
decisions revealed that due to the combinatorial
nature of most tasks synthesis number of alternative
solutions dramatically increases with the dimension
of design problems. The vast majority of options is
ineffective. They can be improved at the same time
on all the quality parameters. This leads to the need
to develop methods for the selection of subsets of
adaptive technology of effective design solutions
tailored to the features of the original sets, as the
complexity of the requirements and the accuracy of
the solution. To meet the challenges of various
dimensions on convex and non-convex set of

ISSN 2617-4316 (Print)
ISSN 2663-7723 (Online)

Systems analysis, applied information
systems and technologies

451



Applied Aspects of Information Technology

2020; Vol.3 No.1 443-455

feasible options to choose the exact and approximate
methods based on pair-wise analysis of the options,
theorems Karlin and Germeyer.

According to the analysis of the computational
complexity estimates methods as a function of the
dimension of the original set of alternatives and the
amount of local optimization criteria established
that the selection of sets of approximate effective
solutions at high power initial set of alternatives is
almost always it is appropriate. This can
significantly reduce the complexity of solving the
decision-making tasks without loss of effective
alternatives. The analysis time complexity methods

problems is to use a scheme based on a modified
method  “segment”.  Application isolation
technology subsets effective solutions possible to
significantly reduce the time of solving practical
design problems [19].

The results can be used in the procedures for
the adoption of multi-factor solutions in the design
and management systems. Their use will improve
the degree of automation of processes to reduce
decision-making time by reducing the time
complexity of procedures and ensure the quality of
the decisions made by the choice of only a subset of
them effective.

revealed that the most efficient for large-scale
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AHOTALISA

VYV craTTi po3risAaloThCcs TEOPETHYHI ACMEKTH BUAUICHHS MIAMHOXHH e()eKTHBHHUX 3 MHOXXHH JOIyCTHMHUX BapiaHTIB B
TEXHOJIOTISIX NMPUUHATTA NPOEKTHHUX pillleHb. 3a pe3ysibTaTaMH aHajli3y CydacHOTO CTaHy HpoOJeMH BHSBIEHO, IO 3 OIVISAY Ha
KOMOIHATOpHUNA XapakTep OUIBIIOCTI 3aJad CHHTE3Y KUIBKICTh albTepPHATHBHUX BapiaHTIB pillleHb pI3KO 30UIbLIyEThCS 3i
3pOCTaHHAM PO3MIPHOCTI 33734 MPOeKTyBaHHs. [Ipu nboMy mepeBakHa OLIBLIICTH BapiaHTIB € Hee(eKTUBHUMH. BoHH MOXYTh OyTH
MOJIIMIIICHI 0JTHOYACHO 32 BCiMa MOKa3HUKAMH SIKOCTi. L{e mpu3BOAKTE 10 HEOOXiTHOCTI PO3POOKH METOIB ISl MTPOIISIYP BUIIICHHS
MiIMHOKMH e(EeKTUBHUX IPOEKTHUX pIIIEHb 3 YpaxXyBaHHSIM OCOOJHMBOCTEH BUXIIHMX MHOXHH, BHMOT IO TPYZOMICTKOCTI Ta
TOYHOCTI PO3B’si3aHHs 3a7adi. [ po3B’si3aHHS 3amad pi3HOI PO3MIPHOCTI Ha OINMYKINX 1 HEONMYKIMX MHOKHHAX JOITYCTUMHUX
BapiaHTiB 0OpaHi TOYHI i HAOJNMKEHI METONHM, 3aCHOBaHI Ha MOMApHOMY aHali3i BapiaHTiB, TeopeMax Kapmina, ['epmeitepa. Jlns
3HIDKEHHSI YacoBOi CKJIaJHOCTI METOMIB pO3B’s3aHHS 3aJad 3alpOIOHOBAaHO IONEPEIHbO BUAUIATH HAONMKEHI MHOXXUHH
e(eKTHBHUX PILICHbh METOJIAMH «CEKTOPa» 1 «CerMEHTay». 3a pe3yJbTaTaMH aHalli3y OIL[IHOK OOYUCIIOBAIBHOI CKIQIHOCTI METOIIB K
¢GyHKIIH Big pO3MIPHOCTI BUXIZHMX MHOXHH aJbTEPHATHB 1 KUTBKOCTI JIOKaJbHUX KpPUTEPIiB ONTHMi3alii BCTAaHOBICHO, IO
BUAUICHHS HAONMMKEHUX MHOXHH €(QEKTHBHUX pIlICHb NPH BEIHKIH MOTYKHOCTI BHUXIIHUX MHOXHH albTEPHATUB 3aBXKIU €
nouinsHUM. Lle no3BoJs€ ICTOTHO 3HIDKYBAaTH TPYIOMICTKICTB PO3B’S3aHHS 3aiad MPUIHATTS pilleHb 0e3 BTpaTH e(EeKTHBHUX
anpTepHaTUB. [IpOBENeHUH aHaNi3 4acoBOi CKIATHOCTI METOIIB JO3BOJIMB BCTAHOBUTH, IIO HAWOUIBII paIlioHANEHUM JUIS 3a1ad
BEJIMKOT PO3MIPHOCTI € BHKOPHCTaHHS CXEMH, II0 0a3yeTbcsi Ha MOIM(pIKOBAaHOMY METOAI «cerMeHTa». OTpHMaHi pe3ylbTaTH
PEKOMEHIIYIOTHCS 10 BUKOPUCTAHHS B IIPOIeypax MPUHHATTS 0araTo(pakTOPHUX PIllIeHb Y CUCTEMaX MPOSKTYBaHHS Ta YIPABIiHHS.
Ix 3acTocyBaHHS J03BONUTH TiABHIIUTH CTYIiHb ABTOMATH3AIl IPOIECIB, CKOPOTUTH YaC TIPHHHATTA PillleHb 3aBASAKH 3HHKEHHIO
4acoBO1 CKJIAHOCTI MPOIEAYP i TapaHTyBaTH SIKICTh MPUHHATHX PIllICHb 33 paXyHOK BUOOPY X TLNBKH 3 MIIMHOXUH €()EKTHBHUX.
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AHHOTAIIUA

B cTaThe paccMaTpUBAIOTCS TEOPETHYECKHE aCIEKTHl BEIIEICHUS ITOJMHOXKECTB 3G ()EKTHBHBIX H3 MHOXKECTB JOITyCTHMBIX
BapHAHTOB B TEXHOJOIHMAX HPHUHATHSA IPOEKTHBIX pelleHHil. B pesynbrare aHamm3a COBPEMEHHOIO COCTOSHHS IPOOIIEMBI
BBIABIEHO, YTO BBUJY KOMOHMHATOPHOTO XapakTepa OOJIBIIMHCTBA 3afad CHHTE3a KOJIHMYECTBO aJbTEPHATHBHBIX BapHAHTOB
pelleHui Pe3Ko YBEIMYMBAETCS C POCTOM PAa3MEPHOCTH 3alau MHpoeKkTHpoBaHus. IIpu 3ToM mojaBisioiiee OOJIbIINMHCTBO
BapHaHTOB sABIAETCA HedPPekTHBHBIMH. OHM MOTYT OBITH YIy4IIEHbl OJHOBPEMEHHO IO BCEM IIOKa3aTeNsiM KadecTBa. JTO
IPHUBOJUT K HEOOXOAMMOCTHU pa3pabOTKH METOJOB AJIs NMPOLEIYDP BbIAEIECHHUS MOAMHOXKECTB 3()PEKTUBHBIX IPOEKTHBIX PEIICHUI
C Y4eTOM 0COOEHHOCTEH MCXOHBIX MHOKECTB, TpeOOBaHMUIT 1O TPYZLOEMKOCTH M TOUHOCTH peLIeHUs 3a1aun. J{ns peuienus 3anay
pa3IMYHOM pasMEpPHOCTH Ha BBIIYKIBIX M HEBBIIYKIBIX MHOXECTBaX IONMYCTHMBIX BapHAHTOB BBIOPAaHEI TOYHBIE U
NpHOIIKEHHBIE METONBI, OCHOBaHHBIE Ha IIONApHOM aHaNW3e BapUaHTOB, TeopeMax Kapmuna, I'epmeiiepa. J{nd CHIKCHHS
BPEMEHHOH CIIO)KHOCTH METOJOB pELICHHS 3alaud IPEeUIOKEHO IPEeJBAPUTENBHO BBIICIATh HPHOIMKCHHBIE MHOXKECTBA
5} (HEeKTHBHBIX pEIICHUH METOJAMH «CEKTOpa» M «CcerMeHTa». I1o pe3ynpTaTaM aHalU3a OLEHOK BEIMUCIUTENBHON CIOKHOCTH
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METO/IOB KaK (yHKIHI OT pa3MepHOCTH UCXOJHOTO MHOXECTBA aIbTEPHATUB M KOJIMYECTBA JIOKAIBHBIX KPUTEPUEB ONTHMHU3ALNT
YCTAQHOBJIEHO, YTO BBIICJICHHE IPHUOIIDKEHHBIX MHOXECTB A(P()EKTHBHBIX peIIeHHH Ipu OOJIBIIOH MOIIHOCTH HCXOIHOTO
MHO’KECTBA albTEPHATUB BCETJa SBISIETCS 1LeNeco00pa3HbIM. DTO TMO3BOJSET CYIIECTBEHHO CHHIXKATh TPYIOEMKOCTb PEIICHHS
3aa4 OpPUHATHS pelieHni 6e3 moTepu 3 (EeKTHBHBIX anbTepHATHB. [IpOBEICHHBIN aHANIN3 BPEMEHHOI CIOXHOCTH METO0B
MO3BOJIMJI yCTAHOBHUTh, UTO Hamboyiee palMOHAIBHBIM Ui 3a4ad OONBIION Pa3sMEPHOCTH SBIAETCS HCIONb30BAHUE CXEMBI,
6asupyroeiicas Ha MOIU(PUIIIPOBAHHOM METOAE «CeTMeHTa». [lomydeHHbIe pe3ynbTaThl PEKOMEHAYIOTCS ATl UCIIONb30 BAHUS B
Iponeaypax MPHHATHS MHOTO(QAKTOPHBIX PEUIEHUH B CHCTEMax IPOEKTHPOBAaHWSA M yIpaBieHUs. X NpuMeHeHHe MO3BOJHT
MOBBICUTH CTENEHb ABTOMATH3allMM IIPOIECCOB, COKPAaTHTh BpeMs HPUHATHS peUIeHHH Oiarojgapsi CHIDKCHHIO BPEMEHHOMN
CIIO’)KHOCTH TIPOLEAYp M TapaHTHPOBaTh KAadeCTBO NPHHMMAEMBIX PEUICHHH 3a c4eT BBIOOpAa MX TOJBKO W3 MOJMHOMKECTB
3¢ (eKTUBHBIX.

KnioueBble clloBa: TEXHOJIOTHS IPOEKTUPOBAHUS, WH()OpPMAIMOHHAs TEXHOJOTHS; MPHHATHE DPELICHUH; MHOXECTBO
JIOTyCTUMBIX PELIeHUi; KpUTepuit ONTHUMHU3AIHNU; MHOKECTBO KOMIIPOMHCCOB
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