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ABSTRACT

This work is devoted to the development of a structural model of the patient’s electrocardiological study process based on
graph theory, probability theory and the method of generating functions. The developed structural model is presented in the form of a
probabilistic-time graph, in which nine main states and an uncertainty state (a set of states that do not lead to the goal) are identified,
as well as the probabilistic-time characteristics of the arcs of transitions from one graph state to another. The following are identified
as the main states characterizing the process to complete an electrocardiological study: the beginning of the study; indications were
defined; morphological analysis of biomedical signals with locally concentrated features was performed; pathological changes were
identified; comparison with previous electrocardiological studies was performed; dynamics evaluation was completed; evaluation of
treatment effectiveness was completed; diagnostic decision was made; recommendations were issued (the end of the
electrocardiological study). For the proposed model of the electrocardiological study process by the Mason method, there are
obtained analytical expressions for the generating functions of the entire graph, as well as the part of the graph that characterizes the
successful completion of the electrocardiological study. Using the indicated generating functions, analytical expressions were
obtained to calculate the average transit time of an electrocardiological study and the probability of successful completion of this
process. To get all analytic expressions, a program was written in the Matlab language. The developed structural model of an
electrocardiological study in the form of a probabilistic-time graph made it possible to identify the main states and determine the
criteria for the effectiveness of the process in terms of average time and the probability of a successful study.
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LITERATURE ANALYSIS AND PROBLEM
INTRODUCTION STATEMENT

Modern medicine is characterized by a sharp o )
Traditionally, to diagnose the state of the

increase in the amount of information processed in g ' ]
cardiovascular system, morphological analysis of the

solving traditional medical problems: from 4 | ! >
registering biomedical information to making a electrocardiogram (ECG) is performed, in which the

diagnosis, determining the prognosis, choosing and
correcting treatment tactics based on the results of
the diagnosis.

The principal advantage of the analysis of
biomedical data using medical information systems
is the possibility of simultaneous evaluation of many
parameters with the processing of large amounts of
information, which is beyond the power of either
humans or automatic analyzers focused only on
selected analysis methods [1, 2], [3].

One of the types of biomedical information,
recorded in the form of curves, is biomedical signals
(BMS) with locally concentrated features (LCF)
associated with the cyclic work of the heart and
cardiovascular system [4].

To automate the collection and processing of
such information are the wvarious computer
cardiology systems.
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waves and complexes are distinguished [5, 6], their
amplitude and time characteristics are determined,
and the shape of the selected structural elements is
also analyzed [7]. As a result of the morphological
analysis, a set of diagnostic features is formed.

Most often, morphological analysis of BMS
with LCF is performed in the time domain using
modern classification methods, such as cluster
analysis and pattern recognition [8, 9], probabilistic
classification [10], neural networks [11], and fuzzy
clustering [12,13]. At the same time, when
implementing various classification methods, a
number of general problems arise that are
characteristic of ECG analysis, which include the
following:

— manual signal marking is required, which is
not possible for long ECG recordings (for example,
Holter monitoring);

— a significant amount of training samples is
required,
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— the process of generating a training sample is
not trivial since it is based on the experience of the
user (cardiologist), therefore it is error-prone and
time-consuming;

— training methods on specific data sets can
produce large errors on other sets due to the large
variability of the ECG.

In addition, in the case of using cluster analysis,
there are difficulties associated with the following
factors:

— computational costs;

— the uncertainty of the number of classes and
the initial partition;

— strong class asymmetry;

— signal variability, artifacts and so on.

Also, to solve the problem of the morphological
analysis of BMS with LCF, methods of signal
analysis in the time-frequency domain are used, for
example, local (window) Fourier transform
(spectral-time mapping) and wavelet transform [14,
15], as well as in the phase plane [4].

In addition, the authors proposed a method for
morphological filtration of BMS with LCF, which
also solves the problem of the morphological
analysis of the ECG [16].

In addition, methods based on interpolation of
the ECG isoelectric line by such methods as
piecewise linear interpolation, splines and so on
[22], as well as methods based on a combination of
interpolation and isoelectric line filtering methods
[23] are used to compensate of isoelectric line drift.

A literature review showed that a lot of
attention is paid to the analysis of separate stages of
the ECG study process, as well as their quality and
effectiveness, however, a systematic analysis of the
process as a whole is not performed.

On the other hand, there has recently been a
tendency to use the mathematical apparatus of graph
theory to study not the graphs themselves and their
properties, but processes on them. That is, the graph
is the basis on which effective models of the
processes under consideration are built [24]. Of
particular interest is the class of probabilistic-time
graphs with which problems of analyzing processes
in various application areas are solved, for example,
analysis of message transmission in various
computer and telecommunication networks [25,26],
[27, 28], analysis of GERT networks [29], analysis
of differential equations on graphs [30, 31], analysis
of dynamic graph models and processes [32,33],
analysis of knowledge representation of subject
areas of computerized training systems [34], etc.

Therefore, the construction of a model of the
ECG examination process to study the effectiveness

of the whole process is an actual scientific and
applied task.

The purpose of the article is to increase the
efficiency of the ECG study process by analyzing its
probabilistic-time characteristics using graph theory
methods in the design of cardiological decision
support systems based on morphological analysis of
BMS with LCF.

To achieve this goal, the following tasks are
solved:

—to develop a structural model of the ECG
study process using the mathematical apparatus of
probabilistic-time graphs;

—to  determine  the probabilistic-time
characteristics and criteria of the effectiveness of the
ECG study process using the developed model.

RESEARCH METHODS

To achieve the goals in the work, methods of
theoretical analysis and modeling are used: graph
theory to build a structural model of an ECG study;
probability theory and the method of generating
functions to assess the effectiveness of an ECG
study without using and with using various
cardiological decision support systems.

DEVELOPMENT OF A STRUCTURAL
MODEL OF APATIENT'S ECG STUDY

Let us consider the main stages of the protocol
formation of an ECG study by a cardiologist in order
to highlight the key stages and the relationships
between them to build a structural model M of the

ECG study process.

For a complete and high-quality filling of the
ECG study protocol by a cardiologist at the initial
stage, it is necessary to indicate the reasons
(indications) for the study, to briefly describe the
previously performed instrumental studies (if any
were), indicating the purpose of these studies
(screening or to diagnose pathology after treatment),
to briefly describe the medical history (anamnesis).
This information is necessary for more effective
decision making. In the presence of previous ECG
studies, it is necessary to identify changes in the
dynamics or determine the effectiveness of
treatment.

The next stage is the detection of diagnostic
features as a result of the morphological analysis of
BMS with LCF. Here, depending on the type of
ECG study, there are many standards that help to
standardize the protocol of instrumental examination
in the description of traditional diagnostic features.
For example, a standard ECG protocol or a Holter
monitoring protocol.
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Based on the analysis of diagnostic features, the
stage of detecting pathological changes is performed
(for example, left wventricular hypertrophy,
ventricular, atrial or nodal extrasystole, atrial
fibrillation, etc.). The result of this stage is either a
description of pathological changes or a statement of
the fact that they are not detected.

Further, in the case of previous ECG studies,
the results of the current and previous examinations
are compared to assess the dynamics of changes if
the control is carried out without treatment (for
example, as a result of screening examinations) or to
evaluate the effectiveness of treatment if treatment
was performed between the examinations.

At the next stage, taking into account all the
obtained results of ECG studies (both current and
previous ones, if they were carried out), diagnostic
decisions are made, which are made out in the form
of an examination protocol.

At the final stage, the patient is given various
recommendations on the tactics of further
examination.

Let us imagine a structural model of an ECG
study in the form of a probabilistic-time graph:

M, =(S.T,P),
where:
S ={S;} & —aset of states of the ECG study
process (S, is vertices of the graph);
T ={t;} @ — a set of time characteristics of

the transition from the state S; to the state S; of the
ECG study process;

P={p;}#@ — a set of probabilities of the
transition from the state S, to the state S; of the

ECG study process.
Let us define the arc from the state S, to the

state S; by the vector of state indices (i, j) that this
arc connects. Pairs (p;,t;) describe the graph arcs
(i, j) and determine the probability p; and time t;
of transition from the state S, to the state S .

To describe the progress of the ECG study
process from the initial state to the final state, it is
necessary to determine the arc function
f(p;.t;) = f;(z) of a probabilistic-time graph such
that when finding the products of the arc functions,
the probabilities p, are multiplied and the times t;

are summed:

fij (2)= pijZIIJ ) (1)

where: z — a parameter of the arc function, the
degree of which characterizes the time of transition

from one state to another (|z|<1).

Moreover, for series and parallel connected
arcs, the following expressions are valid:

f.)=T]f@=]] pijZtij ; 2)

(U¥)] (UF)]

L@=3 @)= pz", @3)

(U¥)] (i, 1)

where:
f.(z), f,(z) — the functions of series and

parallel connected arcs, respectively.
If the graph contains a vertex that has a loop
with the function f,(z) and an arc with the function

f,;(z) , then both arcs are replaced by one with the

function f;(z) calculated by the expression

f.(2)

fe(z)=——-"—. 4

O G ()

Then the generating function F(z)

corresponding to the probabilistic-time graph
describing the ECG study process is calculated as
the sum of the functions of all parallel paths from
the initial state to the final ones.

To calculate the generating function F(z), the
method of equivalent transformations is used, the
purpose of which is to obtain the simplest transition
graph from the initial to the final state [35, 36].

For example, let us consider the graph
consisting of three vertices and having one feedback
(Fig. 1a). Let us consider the transition from the
state S, to the state S,. The stages of equivalent
conversion are shown in Fig. 1b, c.

Taking into account rules (2) and (4), there is
obtain the following expression for calculating the
equivalent function fg,(z) of thearc (0,2):

f,,(2) f,(2)
1-f,,(2) fo(2)

If the graph has a complex structure then it is
not always possible to bring the graph to the
simplest form by the method of equivalent
transformations (or such transformations will be too
time-consuming). In this case, the Mason method
[37] is more efficient, according to which the
generating function F,(z) between the initial state

S, and any state S, can be calculated using the
following expression:

foez(z) =
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i f (2)A,
FOi(Z) :HTI (5)

where:

f.(z) — the function of the k-th simple (open)
path from the initial state S, to the state S,
calculated by (2);

A, — the determinant of that part of the graph
that does not come into touch with the k-th simple
path (i.e., with the part of the graph that remains
after exclusion of contours touching with the k-th
path);

A — the graph determinant.

f10(2) B
TN > Ve
"\\S})/\——f01(z)—h’\8/1 f12(2) > \59
a
fﬁé\ fo@)—» S )
O 20 2/
b
- —
S s
C

Fig. 1. Graph example: a) original graph;
b) equivalent transformation of parallel arcs;
c) equivalent transformation of loop-arc

Source: compiled by the author

The determinant is calculated by the following
expression:

A=1- Z f(C)J (Z) + Z f(c)j(z) f(c)k(z) -
_Z f(C)j (2) f(c)k (2) f(c)l (2) +--

jk,l

(6)

where:
3 f.,,(z) — the sum of the functions f,,(z)
j

of all contours;
D i (2) fey () — the sum of the products of
j.k

the functions f ;(z) and f,(z) of not touching

(c)j

pairs of contours;
z f(C)i (2) f(c)k (2) f(c)l (2)
j.k,l

products of the functions f, (z), f.,(z) and

— the sum of the

f., (z) of not touching triples of contours, etc.

According to the theory of generating functions
and its application to probability theory, the
expected value of a sequence of random variables
(which in this case are t; ) can be expressed through

the generating function of the sequence as the value
of the first derivative at z=1. Thus, the probability

P..c and average time T.., to complete an ECG

study are determined with the found generating
function using the following expressions [35]:

Pece = F(2) et (7)
dF(z)

& 8

Teco dz (8)

z=1

Based on the above stages of the ECG study
process, 9 main states can be identified:
S, — the beginning of the study;

S, —indications were defined;
S, — morphological analysis of BMS with LCF

was performed;
S, — pathological changes were identified;

S, — comparison with previous ECG studies was

performed,;
S, —dynamics evaluation was completed;

S, — evaluation of treatment effectiveness was

completed;

S, —the diagnostic decision was made;,

S, — recommendations were issued (the end of
the ECG study).

Let us define one more state S, — the state of

uncertainty into which the ECG study process can go
from the main states if for one reason or another it is
impossible to transit from one main state to another.
There can be several reasons for the transition to a state
of uncertainty, while the reasons can be both objective
and subjective. Objective reasons include equipment
failure, power outages, poor signal quality due to
various types of interference (for example, poor contact
of one or more electrodes), lack of a cardiologist (for
example, due to illness), etc. As subjective reasons, one
can consider the patient’s reluctance to undergo the
ECG study, for example, due to financial difficulties or
due to a psychoemotional state. In addition, errors that
occur at each stage lead the system to the state of
uncertainty.

Let us also set the probabilities and time of
transition from one state to another.

Then, as a structural model M, of the ECG

research process, a probabilistic-time graph is proposed
that reflects the main states of this process and their
interaction (Fig. 2).
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< \sy—fm(z» S,

Fig. 2. The structural model M of the ECG study: S, — the beginning of the study; S, — indications
were defined; S, — morphological analysis of BMS with LCF was performed; S, — pathological
changes were identified; S, — comparison with previous ECG studies was performed,;

S, — dynamics evaluation was completed; S, — evaluation of treatment effectiveness was completed;
S, —the diagnostic decision was made; S, — recommendations were issued (the end of the ECG

study); S, — a set of states that do not lead to the goal (the state of uncertainty); f; (z) , Vi, j = 0;9 —arc

function by (1)

Source: compiled by the author

It should be noted that the structural model M

IS no state associated with the direct recording of the
ECG signal. This is because the duration of the ECG
signal recording is strictly regulated by the protocol
of one or another type of ECG study and can vary
from several minutes (in the case of a standard ECG
study) to several hours and days (in the case of
Holter monitoring). Because this time cannot be
optimized, and the duration of the recording process
does not affect the effectiveness of the ECG study,
then this state is not taken into account in the
structural model M .

If there is no arc (i, j) in the graph (Fig. 2),
then the transition probability p, =0, and therefore,
according to (1) also f;(z)=0.

One of the most time-consuming and crucial
stages is morphological analysis of BMS with LCF,
therefore, in case of recording a signal of poor
quality, it is possible to return from the state S, to

the state S, for re-recording the signal (the arc with
the function f, (z) in Fig. 2), and if necessary,

correction of errors of the morphological analysis is
provided the possibility of repeating the refinement
of the morphological analysis of BMS with LCF (the
loop with the function f,,(z) in Fig. 2).

The next stage of the ECG study, as noted
above, is the stage of identifying pathological
changes, which is based on the results of the
morphological analysis. If this stage cannot be
completed due to errors in the morphological
analysis, then a return to the previous stage is
possible, i.e. transition from the state S, to S, (the
arc with the function f,,(z) in Fig. 2), and if due to
a poor-quality signal, it is possible to transition from
S, to S, (the arc with the function f, (z) in Fig. 2).

And, finally, it is possible to repeat the stage of
making a diagnostic decision (the loop with the
function f,,(z) in Fig. 2), if there are difficulties in
making a decision (for example, a consultation of
other doctors is necessary).

Since all transitions from the current state S,

form a complete group of events then it is possible
write the following expression:

Z pij =1. (9)

Then, taking into account (9), we have the
following expressions for the probabilities of a

transition from any state S, (i {1,8}) to the state of
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uncertainty S, (i.e., an unsuccessful completion of
an ECG study):

P =1- Py, ;

Pos =1= Py = Py = Py s
Pgo =1— Pay = Pa7 = Pay — Pay s
Pag =1— Pys — Py s
Pso =1-Pg; ;

Pes =1~ Pg7 3
Pro =1— Prg — Py

To calculate the generating function of the
proposed probabilistic-time graph, it is necessary to
perform a series of equivalent transformations taking
into account expressions (2)-(4) or use the Mason
method (5).

DEFINITION OF THE PROBABILISTIC-
TIME CHARACTERISTICS OF THE
STRUCTURAL MODEL OF APATIENT'S
ECG STUDY

It is easy to notice that the presented graph has
sequential and parallel branches, arcs in the form of
loops, and also feedbacks. Since it is rather difficult
to perform equivalent transformations for the graph
under consideration, let us use the Mason method to
calculate the generating function of this graph.

First, using rule (2), there is define the
functions of all direct paths from S, to S, (there are

three such paths in total):
fos (2) = f01(2) F1,(2) F5(2) £, (2) £ (2) ;
foo (2) = f01(2) F1,(2) F5(2) 5, (2) F5(2) £ (2) T (2) ;
Foa (2) = £01(2) F1,(2) £15(2) £, (2) £ (2) F7 (2) £ (2) -

Then, according to rule (3), the path function
from S, to S, is determined as follows:

fos(z) = fols(z) + foé(z) + fo:;(z) = 23: fol;(z) : (10)

Further, using rule (2), there is define the
functions of all direct paths from S, to S, (there are
seven such paths in total):

foo(2) = T, (2) 5 (2) ;

fozg(z) = f01(Z) flz(z) fzg(z) ;

foo (2) = T02(2) £1,(2) F15(2) f1 (2) 5
foo (2) = 0,(2) 11, (2) f5(2) T, (2) 4 (2) ;
oo (2) = f03(2) £15(2) f5(2) 5, (2) F15 (2) o (2) ;
foa (2) = f03(2) £, (2) £33 (2) 5, (2) T (2) T (2)
fog (2) = f03(2) £, (2) f5(2) 5, (2) F1 (2) ;
foo (2) = T0,(2) £, (2) F15(2) £, (2) F15 (2) 7 (2) 10 (2)

fo(2) = F,,(2) T, (2) T,5(2) £, (2) T, (2) Fop (2) T (2) -

Then, according to rule (3), the path function
from S, to S, is determined as follows:

foo(2) = foe(2). (11)

Now, using rule (2), there is define the
functions of all possible contours L, (i=16):

f = 1,(2) 1,4 (2); (12)
f=1,(2); (13)

f = f5(2) f5,(2) ; (14)

f, = 1,(2)f,5(2) £,,(2); (15)
f =1,(2); (16)

f, = 1,(2) £,,(2) £, (2) £,,(2) . (17)

Then, taking into account expressions (10)-(17),
using the Mason rule (5), (6), it is obtain the
following generating functions F,(z) for the

transition from S, to S, and Fy(z) for the
transition from S, to S, :

Fog(z): - fOS(Z)
1-3 1 (@) + f_(2)

@

i=1,2,3,4,6

Fog(z) = 5 fog(Z)

l_z fL,(Z)+ fLs(Z) z fL,(Z) |

i=1,2,3,4,6

As a result, according to rule (3), the generating
function of the graph shown in Fig. 2 is as follows:

F(2)= Fos(z) + Fog(z) .
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Analytical expressions for calculating the
average time to complete an ECG study, as well as
the likelihood of a successful ECG study, can allow
exploring the effectiveness of the process under
various initial conditions. Therefore, to find the
analytical expression of the generating function, the
probability P... by (7), the average time T_. by
(8) to complete an ECG study, and also the
probability P.., of a successful ECG study, a

program was written in the Matlab language, which
is presented below

% variables

syms p0l pl2 p23 p34 p45 pd6 p57 p67;
syms p37 p78 p2l p22 p3l p32 p77;
syms pl9 p29 p39 p49 p59 p69 p79 ;
syms t01 tl2 t23 t34 t45 t46 t57 te7;
syms t37 t78 t21 t22 t31 t32 t77;
syms tl9 t29 t39 t49 t59 t69 t79;
syms z;

Q

% straight arcs

£01 (z)=p01*z~t01;
fl2(z)=pl2*z~tl2;
£23(z)=p23*z"t23;
£34 (z)=p34*z~t34;
£45(z)=p45*z~t45;
£57 (z)=p57*z"°t57;
46 (z)=pd6*z"td6;
£67 (z)=p67*z"t67;
£37(z)=p37*z~t37;
£78(z)=p78*z~t78;

% to the state S9

£19(z)=(1-pl2)*z~t19;
£29(z)=(1-p23-p21-p22) *z"t29;
£39(z)=(1-p34-p37-p31-p32) *z"t39;
£49 (z)=(1-p45-p46) *z t49;

£59 (z)=(1-p57) *z"t59;
£69(z)=(1-p67) *z"t69;
£79(z)=(1-p78-p77) *z~t79;

o)

% back arcs

£21(z)=p21*z"t21;
£22 (z)=p22*z"t22;
£f31(z)=p31*z~t31;
£32(z)=p32*z~t32;
£77(z)=p77*2"t77;

% the direct paths from SO to S8
f1 08(z)=£01(z)*f12(z)*£23(z) ...
*£37(z)*£78(z) ;

£f2 08(z)=£f01(z)*fl2(z
*£34 (z)*£45(z) *£57 (z) *£78 (z) ;

£3 08(z)=£01(z)*f12(z)*£23(z) ...
*£34 (z)*fd46(z)*f67(z)*£78(z);

) *£23(z) ...

% total direct path from SO to S8

% the direct paths from SO to S9
£f1 09(z)=£f01(z)*£f19(z);

£f2 09(z)=£f01(z)*fl2(z)*£29;

£3 09(z)=£01(z)*f12(z)*£23(z) *£39(z);
f4 09(z)=£f01(z)*£f12(z)*£23(z) ...

*£34 (z)*£49(z);

£5 09(z)=£f01(z)*fl12(z)*£23(z) ...
*£34 (z) *£45(z) *£59(z) ;

f6 _09(z)=£f01(z)*fl2(z
£34(z)*£f46(z)*£69(z) ;

) *£23(z) *

£7 09(z)=£01(z
£37(z)*£79(z);
£8 09(z)=£f01(z)*fl2(z)*f23(z) ...
*£34 (z) *£45(z) *£57 (z) *£79(z) ;

) *£12(z) *£23(z) *

£9 09(z)=£f01(z)*fl12(z)*£23(z) ...
*£34 (z)*£46(z)*£67(z) *£79(z) ;

% total direct path from SO to S9

£09(z)=£f1 09(z)+£f2 09(z)+£3 09(z)+
f4 09(z)+£5 09(z)+f6 09(z)+

£7 09(z)+£8 09(z)+£f9 09(z);

% contours

Ll(z)=£f12(z)*f21(z);

L2 (z)=£f22(2);

L3(z)=£23(z)*£32(z) ;

L4 (z)=£f12(z)*£23(z) *£31(z) ;
L5(z)=£f77(z) ;
L6(z)=f12(z)*£f23(z)*£32(z)*f21(z);

[

% calculation of analytical

expressions

diary ('myVariable.txt');

% generating function of the path from
% S0 to S8

F08 (z)=simplifyFraction (£f08(z) /...

(1= (L1 (z)+L2 (z) +L3 (z) +L4 (z) +
L5(z)+L6(z))+L5(z) * (L1 (z)+

L2 (z)+L3 (z)+L4 (z) +L6 (2))))

% generating function of the path from
% S0 to S9

F09 (z)=simplifyFraction (f09(z)/...
(1-(L1(z)+L2(z)+L3(z)+L4 (z)+
L5(z)+L6(z))+L5(z) * (L1 (z)+

L2 (z)+L3(z)+L4 (z)+L6(z))))

o

generating function of the graph
z)=simplifyFraction (F08(z)+F09(z))
probability of performing
a
(F
(z

T

(

o

o

n ECG study

(1))
)=simplifyFraction(diff(F(z)))

=

1

o

average time of performing

£08(z)=fl 08(z)+£f2 08(z)+£f3 08(z); % an ECG study
T=simplifyFraction (T1 (1))
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diary off

As a result of the program execution, analytical
expressions of the generating functions of the paths

1. tye +1, tye +1, t.
Dox Py Py P  PaaZ™ ((Pas Per 2™ + Pug Py 27 ) + P2 ) 2

from S, to S, and S, are obtained, presented
below:

foy +lip +lp3 +gg

Fos (2) =

(1= Prr2 ) (L= Puo Py (L4 Pos P2 ) 2% 4 o P2 )2 = Py

; (18)
[CERAtP

p— pZZZtZZ )

Foo (2) = pm((l— plz)z‘m + Py ((1_ Par = Pap — pz3)z‘zg + Py ((1_ Pa1 = Py = Py — p37)zt39 +

+Pgo (L= Pas = Pag ) 2 + Pus (1= ey ) 2% + sy (L= Py = Py ) 277 )2 +

+ p46 ((l— p67 ) Ztsg + p67 (1_ p77 _ p78 ) Zl57+t7g )Ztae ) 2134 + p37 (1_ p77 _ p78 ) Zt37+l7g )ths )lez )Ztol/

/(1_ p77Zt77 )(1_ P1, ( P2 (1+ P2s pszz123+132 )ZIZl + Py p31zt23+t31 ) 2" — Pa2s p322[23+t32 - pzzzt22 )

Since the analytical expressions for the

generating function F(z), probability P... and
average time T... of the ECG study are too

cumbersome, they are not given in this article,
although they can be easily obtained using the above

Pos Pro Pos Prs ( Ps (Pas Psr + Pas Per ) + Psr)

program, in which the variable F — F(z), the
variable P — P., , and the variable T — T, .

According to expression (7), calculating
function (18) at z =1, there are obtain the following
expression for calculating the probability of a
successful ECG study:

PE+CG = Fos(z)|z:1 =

If the ECG study does not provide for the
implementation of one of the stages (for example,
the patient has not have an ECG study before or has
not have preliminary treatment), then we will accept
the probability of transition to the corresponding
state p; =0, and therefore, according to (1) also
f;(2)=0.

For the proposed structural model of an ECG
study, such conditions can be accepted for the
vertices S,, S, and S;.

Based on the logic of conducting an ECG study,
both the dynamics evaluation and the treatment
effectiveness  evaluation are not performed
simultaneously in one study, i.e. the ECG study
process is only one of the possible paths (p,, =0 or
Py = 0)

Therefore, the following restriction must be
imposed on the probabilities of transitions from the
state S, to the states S, and Sj:

(l_ p77)(1_ plz(pu(l"' P25 p32)+ p23p31)_ P23 Ps, — pzz) .

(19)

In addition, if previous ECG studies have not
been conducted, then p,, =0, otherwise p,, =0,
i.e. the following restrictions can be written:

{ P3, Py, =0; (21)

Pss + Py € (0;1].

Thus, according to the structural model M, of
the ECG study (Fig. 1), there are three alternative
paths of transition from the initial state S, to the
final state S,, which correspond to three different
types of ECG studies:

1) the study is being conducted for the first
time (p,, =0, values p,, and p,, notimportant);

2) the study is repeated as a result of screening
(p; =0and p,=0),

3) the study is conducted after treatment
(py; =0and p,=0).

D, P = O: Combining expression (19) and restrictions
{ e (20)  (20), (21), there is obtain the following system that
Pas + Pas € (0:1]- allows to calculate the probability of a successful
ECG study:
412 Systems analysis, applied information ISSN 2617-4316 (Print)

systems and technologies

ISSN 2663-7723 (Online)



Applied Aspects of Information Technology

2020; Vol.3 No.1: 405417

. Po1 iz Pos Prg ( Pas (Pas Psy + Pag Per ) + Psr)

ECG —
PasPs; = 0;
Pas + Pyr € (0;1];
Pus Psg = 0;

Pus + Pyg € (0;1].

Obviously, restrictions (20) and (21) are also
valid for calculating the average time of an ECG
study.

The obtained analytical expressions of the
average time T_. of an ECG study (the article
provides a program for obtaining this expression)
and the probability P_.. of a successful ECG study

(22) allow to formulate the following criteria for the
effectiveness of the process under consideration:

Tece — Min;

P34 P37 =0;

Pas + Pay € (0:1];
PusPss = 0;

Pus + Pys € (0:1].

Poee — Max;
P3Py =0;

Pss + Py € (051];
PasPss = 0;

Pus + Pus € (0:1].

Thus, the developed structural model of the
ECG study in the form of a probabilistic-time graph
made it possible to obtain analytical expressions that
describe the process under given initial conditions
(the presence or absence of previous studies and
treatment), as well as to determine the criteria for the

(1_ p77)(1_ plz(pm (1+ P23 p32)+ Pas p31)_ P23 Psr — pzz)

(22)

effectiveness of the ECG study, which can be further
use for analysis and optimization of both the entire
process and its individual stages.

CONCLUSION

In the work, the structural model of the ECG
study process using the apparatus of probabilistic-
time graphs is developed. To build this model, 9
main states of the process under consideration are
identified, as well as the main stages that
significantly affect the effectiveness of the ECG
study.

For the first time, an analytical expression is
obtained that reflects the dependence of the average
time of an ECG study on the time it takes for each
stage to pass and the probabilities of transition from
one state to another, as well as an analytical
expression reflecting the dependence of the
probability of a successful ECG study on the
probabilities of successful completion of each stage.

The proposed model made it possible to
formulate criteria for the effectiveness of the ECG
study process by the average time of the study and
the probability of its successful completion.

Further studies are aimed at experimental
verification of the effectiveness of ECG studies
without and with the use of various cardiological
decision support systems using the obtained
analytical expressions of the probabilistic-time
characteristics of the developed model.
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AHOTANIA

Jlana po6oTa mpucBsdeHa po3poOIIi CTPYKTYPHOI MOJIEINI MPOIIECY eIeKTPOKAPIIONIOTIYHOTO TOCTIKEHHS MaIli€HTa Ha OCHOBI
Teopii rpadis, Teopii HmoBipHOCTEH 1 Merony TBipHHMX (yHKUIiIH. Po3poOiieHa CTpykTypHa MOJENb IPEACTABICHA y BUIVIII
HMOBIpHOCHO-4acoBOro rpada, B SKOMy BUJIIICHI JIEB'ITh OCHOBHHUX CTaHIB i CTaH HEBU3HAYCHOCTI (0e€3I1i4 CTaHiB, sIKi HE BEAYTh JI0
METH), a TAKOXX BH3HAUCHI IMOBIPHICHO-YaCOBI XapaKTEPUCTHKH AYT IIEPEXO/iB 3 OJHOTO CTaHy rpada B iHmMH. B sKocTi 0CHOBHUX
CTaHIB, IO XapaKTEePU3YyIOTh NPOIEC MPOBEICHHS eJIeKTPOKAPIIONIOTiYHOTO JIOCIHIKEHHS, BUIUICHO TaKi: MOYATOK JOCIIIKSHHS;
BH3HAUEHI IOKA3aHHSA;, BHUKOHAHWI Mopdosoriunmii aHamiz OiOMEIWYHUX CUTHANIB 3 JIOKAJBHO 30CEPEKCHUMH O3HAKaMU;
BU3HAUYECHI MATOJIOTIYHI 3MiHH; BUKOHAHO MOPIBHSAHHA 3 NONEPEIHIMU €IeKTPOKAPII0NOTIYHUMH JOCIiIKCHHIMH; BUKOHAHO OLIHKY
IUHAMIK{; BHUKOHAHO OLHKY €(QEKTHBHOCTI JIIKyBaHHS; NPUHHATO IiarHOCTUYHE pPIlICHHS; BHIAaHI peKoMeHaalii (KiHeub
€JIEKTPOKAPAIOIOTIHHOTO AOCTiKEeHHS). [l 3ampoIoHOBaHOI MOJIENi MPOIeCy eIeKTPOKApAIONOTiYHOTO JOCHIIKEHHS METOIOM
Me3oHa OTpUMaHO aHANITHYHI BHUpa3W TBIpHMX (yHKIIH Bchoro rpada, a TakoX YacTHHH rpada, II0 XapaKTepU3ye YCIIiIIHe
MIPOXO/KEHHS €JIEKTPOKAPAI0IOTiYHOTO JOCII/UKEHHS. 3a JOIIOMOTOI0 3a3HAaYeHUX TBIpHHUX (DYHKLIH OTPUMAaHO aHAJITHYHI BHPa3n
JUIS PO3PAaXyHKY CEPETHBOTO Yacy MPOXOJKCHHS EIEKTPOKAPIiONOTIYHOTO JOCHIIKEHHS 1 WUMOBIPHOCTI YCHINIHOTO 3aBEPIICHHS
JaHoro Tporecy. st oTpuMaHHs BCIX aHAIITHYHUX BHUpasiB Oyna HamucaHa mporpama Ha MoBi Matlab. Po3pobnena cTpykrypHa
MOJIENTb EIEKTPOKAPII0NOTIYHOTO JTOCTIKEHHS y BUIVIAAI HMOBIPHOCHO-4acOBOTO Tpada J03BOJMIA BHIUIMTH OCHOBHI CTaHH Ta
BU3HAYUTH KpHUTEPii epeKTUBHOCTI MPOBEICHHS 3a3HAYCHOTO MPOIIECY 110 CEPEIHBOMY Yacy 1 HMOBIPHOCTI YCIIITHOTO MPOXOKEeHHS
JIOCITiKEHHS.

KiouoBi ciioBa: enexkTpokapAioNoTidHe JOCTIKEHHS; WMOBipHICHO-4acoBHH Tpad; TBipHa QyHKHiL; Metox Me3oHa;
06ioMeANYHHUI CUTHA 3 JIOKAITEHO-30CePEPKEHUMH 03HaKaM1
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Ykpauna

AHHOTADIMUA

Jannas paboTa nocesiieHa pa3paboTke CTPYKTYPHON MOJEIH HPOIEcca IEKTPOKAPIHOIOTMIECKOTO NCCIICA0BAHHS NalleHTa
Ha OCHOBE TeOopHH rpadoB, TEOPHUH BEPOSTHOCTEH M MeTojAa Mmpoum3BomInmx ¢QyHKuumit. PazpaboraHHas CTpyKTypHash MOJeib
IpeJCTaBlIeHa B BHUIE BEpPOSTHOCTHO-BPEMEHHOro rpada, B KOTOPOM BBIJCICHBI AEBATH OCHOBHBIX COCTOSIHUM M COCTOSIHUE
HEONpENeIEHHOCTH (MHOXXECTBO COCTOSIHUI, HE BeIyHIIMX K LEeNH), a TakKe OIpENeNeHHbl BepOSTHOCTHO-BPEMEHHbBIE
XapaKkTepUCTUKU YT TEePeX0J0B M3 OJHOTO COCTOsHMsS Tpada B apyroe. B kauecTBe OCHOBHBIX COCTOSHH, XapaKTEpU3YIOIIHX
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IIPOLIECC MPOBEICHUS DICKTPOKAPIHOIOTHYECKOr0 MCCICIOBAHUs, BBIICICHBI CICAYIOLIME: HAdyalo HUCCIEAOBAHUS; OIPEAECICHBI
MIOKA3aHUs; BBITOJIHEH MOPQOIOTHYECKHH aHaNMN3 OMOMEIUIMHCKUX CHTHAJIOB C JIOKAJIBHO COCPEIOTOYEHHBIMH IIpH3HAKaMHU,
OTIpeIENeHbl TATONOTHYECKIE U3MEHEHHS; BBINOIHEHO CPAaBHEHHE C MPEIBLIYIINMHU MEKTPOKAPINOIOTHUECKUMU HCCIEA0BAHUAMH;
BBITIOJIHCHA OLICHKA JMHAMMKY; BBINOJHCHA OLECHKa 3(Q(EKTUBHOCTH JICUYCHHs; HPHHATO AMATHOCTHYECKOE PEIICHHE; BBIIAHBI
pexoMeHIanuu  (KOHEI]  3JIEeKTPOKAapAMOJOTHYECKOTO  HcciefoBaHus).  Jlnms  mpeanoskeHHOM — Moienu — mporiecca
JNEKTPOKAPAUOIIOTHIECKOTO HCCIENOBAHUSI METOJOM M330Ha TONMy4eHBl aHATUTHYECKHE BBIPAXKEHHS MPOU3BOAAIUX (DYHKIMI
Bcero rpada, a Take 4acTH rpada, XapakTepH3ylolleH yCHeNnIHoe NMPOXOXKIEHHE 3JIEeKTPOKapAnoIorndeckoro uccienosanus. C
MIOMOIIBIO YKa3aHHBIX IIPOM3BOASAIINX (YHKIUH MONydYeHBl aHAIUTHYECKHE BBIPOKCHUS JUIT pacdeTa CPERHETO BPEeMEHH
IIPOXOKACHUS 3IEKTPOKAPIUOIOTHUECKOr0 UCCIECIOBaHUS U BEPOSITHOCTH YCIIEIIHOTO 3aBEPIICHUS paccMaTpUBAacMOIo Ipolecca.
Jlnst mosTydeHus BCEX aHAIMTHYECKUX BBIpaXKCHMil Oblla HammcaHa mporpamMma Ha s3bike Matlab. PaspaGoranHas crpykrypHas
MOJIeNb 3JIEKTPOKAPAUOJIOTHYECKOTO HMCCIEN0BaHUS B BHAE BEPOSATHOCTHO-BPEMEHHOrO rpada MO3BOJNWIA BBIAEIUTH OCHOBHBIC
COCTOSTHUSL M OTIPENENUTh KpUTEpUH 3(G(EKTUBHOCTH NMPOBEAEHUS YKa3aHHOTO Ipoliecca MO CPeJHEMY BPEMEHH M BEPOSTHOCTH
YCIIELITHOTO TPOXOXKICHUSI UCCIIEI0BAHMS.

KiioueBble cj10Ba: 3J1EKTPOKApAHOJIOINYECKOE HCCIIEIOBAHKE; BEPOATHOCTHO-BPEMEHHOW Tpad); mpousBoisimas (yHKIHS;
MeToJ M330Ha; 6MOMETUIUHCKUH CUTHATI C JIOKAJIbHO-COCPEI0TOYEHHBIMY TIPH3HAKaMHU
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