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ABSTRACT

This study presents the development and evaluation of a machine learning-based system for the classification of ophthalmic
diseases using fundus images. The dataset consists of images categorized into four main classes: cataract, diabetic retinopathy,
glaucoma, and healthy eye. To ensure the accuracy and reliability of the models, the data underwent preprocessing steps, including
outlier detection, normalization, balancing, and splitting into training and testing sets. Three deep learning models - VGG16, VGG19,
and EfficientNet were utilized for disease classification. The experimental results demonstrated high prediction accuracy across
different disease categories, with EfficientNet achieving the highest performance (up to 96.94% for diabetic retinopathy). The system
allows users to upload eye images, select a model, and obtain diagnostic predictions with specified accuracy levels. The models were
rigorously tested using the Python unittest framework, confirming their stability and reliability. The findings highlight the potential
of machine learning in improving ophthalmic disease diagnosis, reducing diagnostic time, and enhancing medical decision-making.
The integration of these models into medical practice can significantly improve the quality of healthcare services and assist doctors in
providing more efficient and accurate diagnoses.

Keywords: Machine learning; ophthalmic disease classification; fundus images; deep learning; VGG16; VGG19; EfficientNet;
medical image analysis

For citation: Uhryn D. 1., Karachevtsev A. O., llin V. A, Halin Y. O., Shkidina K. S. “Investigation of the efficiency of neural network
models for developing a classifier of ophthalmic pathologies”. Applied Aspects of Information Technology. 2025; Vol.8 No.1: 102-112.
DOI: https://doi.org/10.15276/aait.08.2025.8

INTRODUCTION

In today's world, ophthalmic pathologies are
one of the main causes of vision loss, which
significantly affects the quality of life of patients.
Eye diseases, such as cataracts, glaucoma, diabetic
retinopathy, and macular degeneration, are common
among different age groups, which necessitate
timely diagnosis and effective treatment. Traditional
diagnostic methods require considerable effort and

One of the most promising areas of Al
application in medicine is the use of neural networks
for medical image classification. Convolutional
neural networks (CNNs) are one of the most
effective tools for automatic image processing, as
they not only automatically detect important features
in images, but also provide high accuracy and
efficiency in solving computer vision tasks [1].

The relevance of building a classifier of
ophthalmic pathologies using CNNs lies in the

time for a qualified assessment of the patient's
condition, which often limits the availability of
medical services and complicates the timely
detection of pathologies.

In this regard, automation of diagnostic
processes using modern technologies, including
artificial intelligence (Al) methods, is becoming
increasingly important.

© Uhryn D., Karachevtsev A,, Ilin V., Halin Y.,
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ability of such systems to reduce the workload of
medical professionals, speed up the diagnostic
process, and increase the accuracy of detecting
diseases at early stages, which, in turn, contributes to
more effective treatment and prevention of vision
loss. In particular, the development and
implementation of automatic classifiers of
ophthalmic pathologies has significant potential to
improve medical practice, reduce the cost of medical
image processing, and improve the quality of life of
patients [2, 3].
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ANALYSIS OF LITERATURE DATA

In recent years, the application of artificial
intelligence (Al) and deep learning methods in the
field of ophthalmology has gained significant
attention, primarily due to their potential to enhance
diagnostic accuracy, reduce the time required for
image analysis, an assist medical professionals in
detecting ophthalmic pathologies at an early stage
[4, 5], [6, 7], [8]. Various studies have explored
different deep learning models, especially
Convolutional Neural Networks (CNNs), for the
classification and detection of ophthalmic diseases
such as diabetic retinopathy, glaucoma, age-related
macular degeneration, and cataracts.

In particular, the use of machine learning in
automating image analysis is a promising area, as it
allows computer systems to learn from large
amounts of data and identify hidden patterns that
may be difficult for the human eye to see [9, 10],
[11, 12]. Modern deep learning methods provide
high accuracy in image classification and can
significantly improve the diagnostic process.
Choosing the right models and algorithms is critical
to achieving reliable and accurate results [13]

Convolutional Neural Networks (CNNs) have
become the go-to method for image classification
tasks, owing to their ability to learn hierarchical
features directly from raw image data without
manual intervention [14, 15], [16]. Let’s describe
below several studies that investigated CNN
architectures for the classification of ophthalmic
diseases.

1. LeNet-5 and AlexNet CNN models were
among the first to demonstrate the potential of deep
learning for image classification tasks. However,
their relatively simple architectures limited their
ability to handle complex ophthalmic images.

2. The VGG-16 and VGG-19 architectures,
introduced by the Visual Geometry Group at
Oxford, have become widely used in the field of
medical image analysis due to their simple yet
effective design. These models, with deep layers of
convolutional filters, have shown promising results
in detecting diseases like diabetic retinopathy and
cataracts.

3. ResNet50, ResNet101, and other variants of
ResNet introduced the concept of residual learning,
which allows for the training of very deep networks
by addressing the vanishing gradient problem. This
architecture has been applied successfully to various
ophthalmic disease detection tasks, particularly for
retinal image analysis.

4. InceptionV3 architecture, developed by
Google, uses a more complex structure with
inception modules that allow the network to learn
multiscale features. It has been employed in the
classification of retinal images and has achieved
high performance due to its efficient use of
resources and ability to handle diverse features.

5. Xception, an extension of Inception, uses
depthwise separable convolutions, significantly
reducing the number of parameters while
maintaining accuracy. It has been applied to
ophthalmic pathology classification with promising
results, particularly for multi-class classification
tasks.

6. MobileNet architecture is designed to be
lightweight and efficient, making it suitable for
resource-constrained devices. Despite its smaller
size, MobileNet has shown competitive results in
ophthalmic disease classification and has been used
for real-time diagnostic applications.

7. DenseNet connects each layer to every other
layer in a feed-forward fashion, which promotes
feature reuse and reduces the number of parameters.
DenseNet has been applied to retinal image
classification and has outperformed traditional
models in some studies.

8. EfficientNet, known for its scaling of model
depth, width, and resolution in a balanced manner,
has been shown to achieve state-of-the-art
performance with fewer parameters compared to
other architectures. Its use in ophthalmic image
classification is growing, with promising results in
detecting diabetic retinopathy and other conditions.

In comparing different CNN architectures,
several factors must be taken into account: model
complexity, parameters, performance.

An analysis of the literature shows that the use
of Al technologies in the diagnosis of ophthalmic
diseases is being actively researched, and many
authors emphasise the advantages of deep neural
networks, such as VGG, ResNet, and EfficientNet,
in image classification [17, 18], [19, 20]. Studies
confirm that Al can contribute not only to the
accuracy but also to the speed of the diagnostic
process, allowing specialists to pay more attention to
assessing the patient's clinical picture [21, 22]. At
the same time, the literature indicates that one of the
challenges is the need to validate models for clinical
use and take into account variations in images that
may be caused by various factors, such as the quality
of equipment or individual patient characteristics
[23].
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Thus, automating the diagnosis of ophthalmic
diseases using Al can significantly improve the
quality of medical services by ensuring timely
detection of pathologies and preventing their
progression. The use of Al is becoming an important
component of modern ophthalmology, allowing to
increase the accuracy and efficiency of diagnostic
solutions [24, 25].

Ophthalmic pathologies are among the most
prevalent medical conditions leading to severe
consequences for patients, including vision loss.
Many of these diseases, such as diabetic retinopathy,
cataracts, glaucoma, and macular degeneration, tend
to progress at early stages, making early detection
and treatment crucial. However, existing diagnostic
methods do not always provide the necessary
accuracy or speed, which can result in delays in
making the correct diagnosis and initiating treatment
[25].

Traditional diagnostic methods, such as
ophthalmoscopy, fundus examination, or optical
coherence tomography (OCT), while effective,
require significant time, human resources, and a high
level of expertise from medical practitioners. These
methods also struggle to process large volumes of
data quickly, which creates a need for the
automation of this process [26].

Given these limitations, the application of
machine learning and artificial intelligence (Al)
technologies [27, 28], [29] for the automated
processing of medical images and the detection of
pathologies is becoming increasingly relevant.

However, several challenges still exist within
this field that need to be addressed such as:

1) low accuracy of existing classifiers;

2) inability to process complex
effectively;

3) limitations of traditional machine learning
models;

4) optimization and comparison of different
models.

THE PURPOSE AND OBJECTIVES
OF THE RESEARCH

The primary purpose of this research is to
develop and evaluate an effective deep learning-
based classifier for detecting ophthalmic pathologies
using Convolutional Neural Networks (CNNS).
Specifically, the research aims to compare the
performance of various CNN architectures, such as
VGG-16, VGG-19, ResNet50, InceptionV3,
Xception, MobileNet, DenseNet, and EfficientNet,

images

in terms of their accuracy, computational efficiency,
and applicability to real-world ophthalmic diagnostic
scenarios. The goal is to identify the most suitable
model for early detection and classification of
ophthalmic diseases from medical images, such as

diabetic retinopathy, glaucoma, cataracts, and
macular degeneration.
To achieve this purpose, the following

objectives have been formulated.

1. To conduct a comprehensive analysis of
existing CNN architectures and their applications in
medical image classification, particularly in
ophthalmology.

2. To develop a methodology for preprocessing
and augmenting ophthalmic image datasets to
enhance model training and performance.

3. To implement and train multiple CNN
models using standardized datasets of ophthalmic
images, ensuring  fair  comparison  across
architectures.

4. To evaluate and compare the performance of
different CNN architectures based on established
metrics including accuracy, precision, recall, F1-
score, and computational efficiency.

5. To assess the generalizability of the best-
performing models on diverse test datasets that
reflect the variability encountered in clinical
practice.

6. To propose an optimal CNN-based solution
for implementation in clinical ophthalmology
practice that balances diagnostic accuracy with
computational requirements.

MATERIALS AND RESEARCH
METHODS

A number of modern technologies and methods
were used to analyse and develop a system for
classifying ophthalmic diseases. The main data
sources were medical fundus images obtained from
open databases. To prepare these images, pre-
processing methods, including normalisation,
scaling and augmentation, were used to improve
data quality.

The main machine learning models used were
convolutional neural networks (CNNS), in particular
the VGG-16, VGG-19 and  EfficientNet
architectures. The process of training and testing the
models was carried out using TensorFlow and Keras
libraries. The data were divided into training and test
sets to ensure high-quality model training and
verification of their accuracy.
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These models were chosen because of their
high accuracy, stability, and efficiency in training on
large datasets.

Let's describe the main arguments in favour of
each model selection.

1. EfficientNet provides high performance in
classification accuracy at reduced computing costs,
which makes it optimal for large datasets. Balance —
between performance and efficiency, allowing you
to achieve high results even with limited resources.
After training for 30 and 50 epochs, the model
demonstrated stable high results, which proves its
reliability.

2. VGG-19. Due to additional layers compared
to VGG-16, VGG-19 achieves better results in
classifying complex images. The model has shown
high classification accuracy after training for 30 and
50 epochs, making it suitable for medical research
applications. VGG-19 maintains stable results at
different stages of training, which allows avoiding
retraining using the callback function.

3. VGG-16 this model has a simple and
efficient architecture that ensures high classification
accuracy with minimal computational costs. After 30
and 50 training epochs, the model demonstrates high
accuracy in medical image classification tasks.
Stability. VGG-16 maintains the stability of results
at different stages of training, making it suitable for
production systems.

At the initial stage of training (10 epochs), all
models showed low classification accuracy (Table 1
Table 2 and Table 3), which indicates insufficient
training and the need for further training to more
accurately recognise patterns in images.

— EfficientNet: precision - 0.37 recall - 0.38,
fl-score - 0.38.

— VGG-19: precision - 0.38, recall - 0.38,
fl-score - 0.38.

— VGG-16: precision - 0.39, recall - 0.40,
fl1-score - 0.39.

Table 1. EfficientNet model results after
training (10 epochs)

Table 2. VGG-19 model results after training

(10 epochs)
Kareropis precision | recall | fl-score
Normal 0.36 0.37 0.36
Glaucoma 0.41 0.42 0.42
Cataract 0.39 0.38 0.38
Diabetic
retinopathy 0.37 0.39 0.38

Source: compiled by the authors

Table 3. VGG-16 model results after training

(10 epochs)
Kareropis precision | recall | fl-score
Normal 0.37 0.38 0.37
Glaucoma 0.42 0.43 0.43
Cataract 0.40 0.39 0.39
Diabetic 038 | 040 | 0.39
retinopathy

Source: compiled by the authors

Increasing the number of epochs to 30 led to a
significant improvement in model performance, all
three models demonstrated high performance
(Table 4, Table 5 and Table 6).

Table 4. EfficientNet model results after training

(30 epochs)
Karteropis precision | recall | fl-score
Normal 0.95 0.92 0.93
Glaucoma 0.91 0.91 0.91
Cataract 0.94 0.97 0.95
Diabetic 10 | 10 | 10
retinopathy

Source: compiled by the authors

Table 5. VGG-19 model results after training .

(30 epochs)
Kareropis precision | recall | fl-score
Normal 0.85 0.94 0.90
Glaucoma 0.9 0.84 0.87
Cataract 1.0 0.97 0.98
Diabetic 1.0 10 | 1.0
retinopathy

Source: compiled by the authors

Kareropis precision | recall | fl-score Table 6. VGG-16 model results after
Normal 0.35 0.36 0.35 training (30 epochs)

Glaucoma 0.40 0.41 0.41 Kareropis precision | recall | fl-score
Cataract 0.38 0.37 0.37 Normal 0.87 0.76 0.81
Diabetic 036 | 038 | 037 Glaucoma 063 |089 [ 0.74

retinopathy Cataract 0.98 0.75 0.85

Source: compiled by the authors : :
Diabetic 10 | 099 | 0.99
retinopathy
Source: compiled by the authors
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High performance indicates their ability to
effectively learn and recognise patterns in the data.

— EfficientNet: precision - 0.95, recall - 0.95,
f1-score - 0.95.

—VGG-19: precision - 0.94, recall - 0.94,
fl1-score - 0.94.

— VGG-16: precision - 0.87, recall - 0.85,
fl1-score - 0.85

After 50 epochs, the models retained high
accuracy with minimal changes (Table 7, Table 8
and Table 9), which demonstrates the stability of
their performance.

Table 7. EfficientNet model results after training

(50 epochs)
Kareropis precision | recall | fl-score
Normal 0.95 0.95 0.95
Glaucoma 0.91 0.91 0.91
Cataract 0.94 0.97 0.95
Diabetic
retinopathy 1.0 1.0 1.0

Source: compiled by the authors

Table 8. VGG-19 model results after training

(50 epochs)
Karteropis precision | recall | fl-score
Normal 0.94 0.94 0.94
Glaucoma 0.90 0.84 0.87
Cataract 1.0 0.97 0.98
D_|abet|c 10 10 10
retinopathy

Source: compiled by the authors

Table 9. VGG-16 model results after
training (50 epochs)

Kareropis precision | recall | fl-score
Normal 0.87 0.85 0.85
Glaucoma 0.63 0.89 0.74
Cataract 0.98 0.75 0.85
Diabetic 10 | 099 | 099
retinopathy

Source: compiled by the authors

The use of the callback function helped to avoid
overtraining and to record the best results.

— EfficientNet: precision - 0.95, recall - 0.95,
fl1-score - 0.95.

— VGG-19: precision - 0.94, recall - 0.94,
fl-score - 0.94.

— VGG-16: precision - 0.87, recall - 0.85,
fl-score - 0.85.

The choice of EfficientNet, VGG-19 and VGG-
16 models for ophthalmic disease classification is
based on their high performance, accuracy and

stability during training on different number of
epochs. Although such models as Xception,
Baseline, MobileNet, DenseNet, InceptionV3 and
ResNet50 also demonstrated acceptable results, they
were inferior to the selected models in terms of key
metrics. The use of the callback function helped to
prevent overfitting and allowed us to capture the
best results of the models.

These features make EfficientNet, VGG-19 and
VGG-16 the best candidates for integration into an
ophthalmology diagnostic system, ensuring high
accuracy and efficiency in real-world conditions.
This, in turn, provides doctors with reliable tools for
fast and accurate diagnosis, which will help improve
the quality of medical services.

RESEARCH RESULTS

Visualization of a health monitoring algorithm
is an important tool for improving understanding,
communication, documentation, optimization, and
system maintenance. The dataset consisted of fundus
images classified into four main categories: cataract,
diabetic retinopathy, glaucoma, and healthy eye
(Fig. 1). Each image had a corresponding label,
which allowed the data to be used to train machine
learning models.

B glaucoma
mmm cataract
= normal
mmm diabetic_retinopathy

Fig. 1. Data categorisation
Source: compiled by the authors

Before starting to work with the models, the
data was pre-processed to meet the requirements of
the machine learning models.

The main steps of the preparation method
included:
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1. Checking for outliers and anomalies. The
data were analysed for missing values, which were
either filled in with estimated values or removed.
Anomalous values that could reduce the accuracy of
the models were identified and handled, in particular
by using interquartile range (IQR).

2. Data normalisation. All images were
normalised to provide a single scale of values. They
were scaled to a size of 224x224 pixels and
normalised by dividing each pixel by 255, which is
important for the stable operation of neural
networks.

3. Data balancing. Since the disease classes
had different numbers, balancing methods, such as
over- or under-sampling, were used to ensure an
even distribution between the classes.

4. Splitting the data into training and test
samples. The data were separated for training and
testing, which allowed the accuracy of the models to
be assessed on independent data.

Careful data preparation — from validation and
normalisation to balancing and distribution — is a
key step in the development of intelligent medical
image classification systems, providing a reliable
dataset and increasing the accuracy of machine
learning models. This ultimately improves

cataract

diabetic_retinopathy

cataract

cataract

diabetic_retinopathy

o %)

diagnostic accuracy for ophthalmic diseases and
increases the quality of medical services.

Fig. 2 shows examples of images for each
category (cataract, diabetic retinopathy, glaucoma,
and healthy eye) that reflect the diversity and
characteristics of each disease, which contributes to
the effective training of classification models.

Thus, the comprehensive stages of data
collection, processing and analysis ensured high
quality and reliability of the dataset, which is critical
for accurate prediction of ophthalmic diseases using
neural networks.

One of the main functions of the system is the
ability to upload eye images for analysis and obtain
a disease prediction using various machine learning
models. The user can choose one of the models
(VGG19, EfficientNet, VGG16) and get results with
the specified prediction accuracy.

For example, the user uploads an image of the
eye, selects the VGG19 model, and receives a
disease prognosis with an accuracy of 93.66 %
(Fig.3).

Using the EfficientNet model, the user receives
a forecast with an accuracy of 96.94 % (Fig. 4).

When choosing the VGG16 model, the forecast
accuracy is 89.09 % (Fig. 5).

glaucoma normal

glaucoma normal

glaucoma normal

Fig. 2. Sample images from the dataset
Source: compiled by the authors
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3aBaHTaXMTI 3pa3ok oka

VGG19

MporHo3: Diabetic_Reitnopathy

TouHicTe: 93 669

Fig. 3. Diagnosis of the disease using the

VGG-19 model

Source: compiled by the authors

3aBaHTaXWTH 3pa3ok oka

EfficientNet

MporHos: Diabetic_Reitnopathy

TouwicTs 96 94%

Fig. 4. Diagnosing a disease using the
EfficientNet model

Source: compiled by the authors

BaBaHTaXWTH 3pa3ok oka

VGG16

Mporxoa: Diabetic_Reitnopathy

TounicTs. 89 09%

Fig. 5. Diagnosis of the disease using the

VGG-16 model

Source: compiled by the authors

DISCUSSION OF THE RESULTS

Machine learning models were tested using the
unittest framework in Python. The main focus was
on checking the correctness of three models:

EfficientNet, VGG16, and VGG19.

Fig. 6 shows the accuracy of diabetic

retinopathy predictions for each model.
— EfficientNet: prediction accuracy 96.94 %.
— VGG16: prediction accuracy 89.09 %.
— VGG19: prediction accuracy 93.66 %.

U CHOULT LIS 4 UL URSI GLLIUIND, | TUULLU TSIV T LUN WAL LIS O ups ian

Shape of image array: (224, 224, 3)
Model selected: EfficientNet

1/1 [ ] - 25 2s/step
1/1 [ ] - 8s 22ims/step
1/1 [ ] - @s 269ms/step

Prediction: Diabetic_Reitnopathy Confidence: ©.9694121479988098

.Shape of image array: (224, 224, 3)
Model selected: VGG16

1/1 [ ] - @s 99ms/step
1/1 [ ] - @s 138ms/step
1/1 [ ] - @s 16ims/step

Prediction: Diabetic_Reitnopathy Confidence: ©.8989258497817993

.Shape of image array: (224, 224, 3)
Model selected: VGG19

1/1 [ ] - @s 86ms/step
1/1 [ ] - @s 115ms/step
1/1 [ ] - @s 139ms/step

Prediction: Diabetic_Reitnopathy Confidence: ©.9365643262863159

Ran 3 tests in 3.144s

Fig. 6. Application of unittest for diabetic

retinopathy

Source: compiled by the authors

The models for cataract disease were tested
using the same principle. Fig. 7 shows the accuracy

of cataract predictions for each model.
— EfficientNet: 91.11 % prediction accuracy.
—VGGL16: prediction accuracy 87.71 %.
—VGG19: prediction accuracy 95.94 %.

“Shape of image array: (224, 224, 3) o
Model selected: EfficientNet

1/1 [ ] - 1s 1s/step
1/1 [ ] - @s 215ms/step
1/1 [ ] - 8s 242ms/step

Prediction: Cataract Confidence: ©.9111258387565613
.Shape of image array: (224, 224, 3)
Model selected: VGGEL6

1/1 [ ] - 8s 82ms/step
1/1 [ ] - @s 187ms/step
1/1 [ ] - @s 133ms/step

Prediction: Cataract Confidence: 8.8771860083471375
.Shape of image array: (224, 224, 3)
Model selected: VGG19

1/1 [ ] - @s 88ms/step
/1 [ ] - @s 1@6ms/step
1/1 [ ] - @s 135ms/step

Prediction: Cataract Confidence: ©.95942808849533081

Ran 3 tests in 2.696s

Fig. 7. Application of unittest for cataracts
Source: compiled by the authors

The models were also tested for glaucoma.
Fig. 8 shows the prediction accuracy for each model.

— EfficientNet: 94.93% prediction accuracy.
—VGG16: prediction accuracy 86.72 %.
—VGG19: prediction accuracy of 96.77 %.
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Shape of image array: (224, 224, 3)
Model selected: EfficientNet

/1 [ 1 -
1/1 [ 1 - 8s 223ms/step
1/1 [ 1 - ©s 251ms/step
Prediction: Glaucoma: ©.9492982829914856

.Shape of image array: (224, 224, 3)
Model selected: VGG16

1/1 [ 1 -
1/1 [ 1 -
1/1 [ 1-
Prediction: Glaucoma: ©.86729496717453
.Shape of image array: (224, 224, 3)
Model selected: VGG19

1/1 [ 1 -
1/1 [ 1 -
1/1 [ ] -
Prediction: Glaucoma: 8.967727541923523

1s 1s/step

Bs 86ms/step
es 111ms/step
@s 135ms/step

Bs 92ms/step
es 111ms/step
@s 137ms/step

Ran 3 tests in 2.747s

Fig. 8. The use of unittest for glaucoma
Source: compiled by the authors

These results confirm the high accuracy and
reliability of the models for classifying ophthalmic
diseases.

The test results confirmed the high efficiency
and accuracy of the developed ophthalmic disease
classification system using machine learning
models.

Thanks to careful data preparation, including
data cleaning, normalisation and balancing, the
system demonstrated excellent results in classifying
diseases such as diabetic retinopathy, cataracts and
glaucoma. The use of VGG-16, VGG-19 and
EfficientNet models allowed us to achieve high
accuracy and confirm the ability of these models to
effectively analyse fundus images and make correct
predictions.

Testing using the unittest framework in Python
showed stable and reliable operation of the system,
which is confirmed by the high accuracy of the
predictions for each disease. This demonstrates the
reliability of the models and their ability to
efficiently classify medical images, which, in turn,
provides doctors with fast and accurate diagnosis,
significantly increasing the efficiency of medical
care.

The integration of machine learning into
medical practice opens up new prospects for
improving the diagnosis and treatment of ophthalmic
diseases. This system allows doctors not only to
quickly receive the results of medical image
analysis, but also to reduce the time for diagnosis,
which is especially important for urgent treatment.

CONCLUSIONS

This study demonstrated the effectiveness of
machine learning models in the classification of
ophthalmic diseases using fundus images. Through
comprehensive data preprocessing — including
anomaly detection, normalization, balancing, and
dataset splitting — high-quality input data were
ensured, contributing to the reliability and accuracy
of the developed models.

The evaluation of three deep learning models -
VGG16, VGG19, and EfficientNet - showed that all
models achieved high prediction accuracy, with
EfficientNet demonstrating the best overall
performance (up to 96.94 % for diabetic
retinopathy). The system enables users to upload eye
images, select a model, and receive an automated
disease prognosis with high precision.

Testing with the Python unittest framework
confirmed the stability and robustness of the models,
reinforcing their potential application in real-world
clinical settings. The results highlight the practical
benefits of integrating artificial intelligence into
ophthalmology, offering rapid and accurate
diagnostic support for medical professionals.

The implementation of such a system can
significantly enhance the efficiency of ophthalmic
disease detection, reduce diagnostic time, and
improve the quality of healthcare services. Future
research may focus on expanding the dataset,
improving model generalization, and integrating
explainable Al techniques to further enhance trust
and interpretability in medical decision-making.
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AHOTALIS

Le nocnmimkeHHs mpeacTapiase po3poOKY Ta OIHKY CHCTEMH Ha OCHOBI MAIIMHHOTO HaBYaHHA Ui Kiachdikarii
0o TaTEMOOTYHIX 3aXBOPIOBAHb 33 JOIMOMOT O (PyHIyCHUX 300pakeHb. Halip qaHuX ckimagaerbes 3 300paxeHp, M0 HOALISIOTHCS
Ha YOTHPHU OCHOBHI KIJIACH: KaTapakTa, Aia0eTHYHa PETHHOMATis, TJIaykoMa Ta 310poBa OKo. J[is 3a0e3nmedeHHs TOYHOCTI Ta
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HaJiHOCTI MOeNel faHi MPOHIIIM eTarmy MOoMepeaHb0l 00pOOKH, BKIIIOUAOYH BHSBICHHS BUKH[IB, HOPMai3alliioo, OaJaHCyBaHHS
Ta MOALT HA TPEHyBaIbHI Ta TecToBi Habopu. st kinacudikariii 3aXBoproBaHb 0y/10 BUKOPUCTAHO TPU MOJENI IIMOOKOT0 HABYAHHS:
VGG16, VGG19 Ta EfficientNet. ExcriepiMenTanbHi pe3yIbTaTH MOKa3all BHCOKY TOYHICTH NepefdavyeHb y Pi3HMX KaTeropisx
3axBopioBaHb, praoMy EfficientNet gocsr HaiiBummx pesynbsratiB (10 96,94% s niaberuunoi pernHomatii). CucteMa 103BoIIsIE
KOPHCTYBa4aM 3aBaHT)XyBaTH 300pa)KeHHsI OKa, BHOMPATH MOJENb Ta OTPUMYBATH AIarHOCTHYHI HMPOTHO3M 3 BKA3aHUM pPiBHEM
To4yHOCTi. Mozeni Oynu peTensHO IPOTECTOBaHi 3a Jonomororo ¢peitmBopky Python unittest, mo migrBepamno IXHIO cTabiIBHICTS 1
HaJifHICTb. Pe3ynapTaTH mMiAKpeCcTIOTh MOTEHIMiaJ MAIIMHHOIO HABYaHHS JUIS ITOKPALIEHHS iarHOCTUKH OQTAIEMOJIOT YHHX
3aXBOPIOBAaHb, CKOPOUYEHHS 4Yacy IIarHOCTHKHM Ta MiJBHIICHHS €(QEKTHMBHOCTI NMPUHHATTS MEIUYHHMX pIlIeHb. [HTEerparis nomx
Mozenell y MeAWYHY HPAKTHKy MOXKE 3HAYHO ITOKPALIUTH SIKICTh MEIWYHHUX IIOCIYT Ta JOMOMOITH JHKAapsM HaJaBaTH OUTbII
e(heKTHBHI Ta TOYHI JiarHO3H.

KurouoBi cioBa: oTaabMONOrivHI 3aXBOPIOBAHHS; MEIUYHI 300paKCHHS; IHTEJIEKTyaJlbHA CHCTeMa; MOJETI MAIlHHHOTO
HABYAHHS; IICHTU(]IKAIS 1 TIarHOCTHKA 3aXBOPIOBAHb
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