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ABSTRACT

For mathematical modeling of the human eye movement system (EMS), integral nonlinear models are employed, which
simultaneously account for the nonlinear dynamics and inertial properties of the research object. Based on experimental “input-
output™ studies of the EMS, diagonal cross-sections of multidimensional transient characteristics (MTCs) of second and third orders
are determined. Experimental data are obtained using innovative eye-tracking technology, which allows the registration of ocular
responses to visual test stimuli. The aim of this study is to investigate the accuracy of EMS identification based on eye-tracking data
by evaluating errors in MTC computation using three nonlinear dynamic identification methods: approximation, compensation, and
the least squares method (LSM), based on models in the form of integro-power series (IPS) and integro-power polynomials (IPP).
The research object is the process of nonparametric EMS identification using Volterra models in the time domain. The research
subject involves computational and software tools for determining EMS dynamic characteristics using eye-tracking data and
analyzing the accuracy of models obtained with the specified methods. Accuracy evaluations were conducted for various EMS
models (linear, quadratic, and cubic) based on three responses to test signals of varying amplitudes. For the approximation method
and LSM, identical models were obtained when using the same test signals, as the models converge within the IPS convergence
domain. The compensation method requires minimal computational resources compared to other methods; however, the models
obtained using this approach exhibit significant errors, rendering them unsuitable for diagnostic studies. Third-order models showed
instability in the estimates of transient characteristics. Error analysis of EMS dynamic characteristic estimations revealed that the
quadratic model developed using LSM based on three responses is the most accurate among the studied models. Thus, for further
investigations of human psychophysiological states based on nonlinear dynamic EMS models derived from three responses, the
quadratic IPP model is recommended.
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1. INTRODUCTION

Eye-tracking technology has emerged as a
powerful tool for evaluating neurocognitive health,
particularly in conditions like Alzheimer’s [1], [2],
[3] and Parkinson’s [4] diseases. Studies indicate
that eye-tracking data, by detecting characteristic
ocular movement patterns, can aid in the early
diagnosis of these conditions, offering a
non-invasive approach for health monitoring.
Eye-tracking has also been applied in posttraumatic
stress disorder (PTSD) research, where it helps
identify attentional biases toward negative stimuli,
contributing to better understanding and potential
early diagnosis of the disorder [5]. Furthermore,
recent research suggests that eye-tracking can serve
as an effective tool for autism diagnosis, with
particular biomarkers in eye movements being
indicative of autism spectrum disorder [6].

Additionally, eye-tracking technology has
shown considerable potential in dyslexia research.
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By examining specific eye movement patterns in
dyslexic individuals, researchers have identified
characteristic behaviors that inform targeted
interventions. This has paved the way for creating
customized educational solutions, aimed at
improving reading outcomes and cognitive
engagement for dyslexic readers [7], [8].

Eye-tracking is not limited to medical
applications; it has gained traction in the fields of
education and social sciences. In online learning
environments [9], eye movement data can reveal
attention patterns and cognitive engagement,
allowing for tailored learning interventions that
optimize student engagement and minimize
cognitive load. Expanding the application of
eye-tracking to professional environments has
provided insights that improve the efficiency of
various work processes [10], [11] and support
teamwork in training sessions, especially in complex
healthcare environments [12]. Moreover,
eye-tracking data holds promise for enhancing
security by enabling gaze-based authentication
methods for data access control [13], [14].

This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/deed.uk)

ISSN 2617-4316 (Print)
ISSN 2663-7723 (Online)

Information systems and technology 301


http://aait.ccs.od.ua/index.php/journal/theme1
https://doi.org/
mailto:pavlenko_vitalij@ukr.net

Pavlenko V. D., Lukashuk D.K. /

Applied Aspects of Information Technology

2024; Vol.7 No.4: 301-312

Research on the application of eye-tracking
technology also extends to anomaly detection, where
parametric and nonparametric analyses help identify
irregular patterns that could indicate cognitive or
neurological issues. For instance, detecting
anomalies in eye movement can be used in
assessments related to mental workload and
multitasking  capabilities  [15], [16]. Such
methodologies are not only relevant in healthcare
but can also contribute to safety assessments in high-
risk industries, supporting the early detection of
cognitive strain among workers, particularly in fields
requiring high mental acuity [17, 18], [19]. Further
developments in eye-tracking have been explored in
ocular disease diagnostics through deep learning
techniques, where transfer learning models
significantly improve classification accuracy for
early eye disease detection [20], [21].

This study focuses on simulating the human eye
movement system (EMS) using Volterra models,
enabling the evaluation of model precision and
computational efficiency. By applying nonlinear
modeling techniques, we aim to establish a
framework that accurately represents human ocular
dynamics. This approach allows for determining the
most accurate and computationally efficient model,
with practical implications for its effectiveness in
applications.

2. PROBLEM STATEMENT

To simulate the human eye movement system,
integral nonlinear models [22, 23], [24, 25], [26] are
employed, which consider both the nonlinear and
inertial properties of the system being studied. The
EMS is simulated by determining multidimensional
transient characteristics (MTCs) based on "input-
output” experimental data [25]. Eye-tracking
technology is used to collect these experimental
data, enabling accurate recording of eye responses to
visual stimuli. The construction of the model
involves an approximation simulation method using
integro-power series (IPS) [26], [27], [28] and a
least squares method (LSM) [26], [29, 30], [31] to
create the model based on integro-power
polynomials (IPP). The simulation methods for
nonlinear dynamic systems (NDS) based on IPS and
IPP vary in their computational approaches,
providing distinct methodologies for NDS
simulation [28].

The objective of this research is to rigorously
evaluate EMS simulation accuracy, selecting the
most precise and computationally efficient nonlinear
dynamic model based on IPS and IPP methods. The
optimal model will then be used to construct feature
spaces tailored to individual psychophysiological

profiles, enhancing reliability in assessing
personalized conditions. This study also addresses
the development of algorithmic and software tools
for extracting EMS dynamic characteristics from
eye-tracking data and systematically comparing the
effectiveness of different simulation methods.

3. THEORETICAL BACKGROUND

In this study, the approximation method [28]
and compensation method [26] are employed to
develop models using IPS, while the least squares
method (LSM) [24] is utilized for constructing
models based on IPP.

Approximation ldentification Method. The
approximation identification method for NDS
(method of linear combinations of responses) in the
time domain is grounded in isolating the n-th partial
component (PC) of the NDS response by
constructing linear combinations of responses to test
signals with different amplitudes. This approach is
an adaptation of methods originally based on the
Volterra series. It is proved in [26] that:

Assertion 1. Let test signals awx(t),
axx(t),...,anx(t) be sequentially applied to the input
of the NDS, where N is the degree; ai, a,,...,an are
different real numbers, non-zero, satisfying the
condition |[aj| <1 for Vj=1,2,...,N; x(t) is an arbitrary
function. Then, the linear combination of the
system's responses to these inputs equals the n-th PC
of the response to the input signal x(t) with an
accuracy up to the discarded terms A of the IPS of
order N+1 and higher:

> cylax®]= v xO1+4, @
WhereJ:l
Y IXOT = ¥, (©)

00 t t n
ylax@] =Y a) ... [w, t ;... t =) [ x(x
n=1 0 0 i=1
N 0
A=Ye; Dy, x@l
j=1  n=N+1
if ¢j are real coefficients such that
A, Cc=Db, 2)
where
a ay C by
AN: a12 a'22 al%l . C= CZ , b: bZ ,
a; ay Cy by
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here b, =1whenl=n;
Vie{l2,...,N}.

The system (2) always has a solution, and it is
unique since its determinant differs from the
Vandermonde determinant only by the factor aj,
ay,...,an. Thus, for any real numbers a;, which are
non-zero and pairwise distinct, it is possible to find
numbers c; such that the linear combination (1) of
the NDS responses equals the n-th term of the IPS
with an accuracy up to the discarded terms of the
series. By satisfying the conditions for forming the
system of linear algebraic equations (2), we obtain
the relation (1).

When test signals in the form of step functions
(Heaviside functions — 6(t)) with amplitudes as,
ay,...,an are applied to the input of the system being
identified, we obtain estimates of the diagonal cross-
sections of the NDS multidimensional transient
characteristics:

R N
hy ... t) =9, =D cy(a,0

j=1
+eMy(t]a,)+.+cly(t|a, ) +A,,n=1N;

b =0when | =n,

(n) t
y(tla,)+ )

where y(t|a;)=y(a;0(t)) are the NDS responses to

the test signal with amplitude a;, and A, represents
the methodological error resulting from the
discarded terms of the IPS of order n+1 and higher.

Fig. 1 shows a structural scheme demonstrating
the calculation of the diagonal cross-section of the
second-order transient characteristic based on three
test signals. This scheme is a particular application
of formulas (2) and (3), illustrating how the step test
signals are processed through the NDS to yield the
transient characteristic.

Atlay)
a, > NDS > 61(33
1
0 J_ Wtlas) ha(t1) + Ay
a, —{ NDs S o — Y ——
Wtlas)
a, > NDS > 03(2)

Fig. 1. Structural scheme for computing the
diagonal cross-section of the second-order
transient characteristic using the approximation

identification method
Source: compiled by the authors

Identification of NDS using the Least Squares
Method. The method of NDS identification based on
the Volterra polynomial model in the time domain
relies on approximating the NDS response y(t) to an
arbitrary deterministic signal x(t) in the form of an

IPP of N-th order (N — the order of the
approximation model):
N
mm=2mm=
(4)

t t n
j [, =t t=1)[ ] x(x) ;.
0 ntlmeso =1

Valid assertion [26].

Assertion 2. Let test signals a:x(t), a:x(t),
ax(t) be sequentially applied to the input of the
NDS; ai;, ap,...,a. are different real numbers
satisfying the condition 0<|a|<1 for Vj=1,2,...L;
X(t) is an arbitrary deterministic signal, then

Y (a;x(1) = z ¥ (a;x(0) =

t
2 Intlmes-([ Wy (t

aly, () for vj, j=1,L,L>N.

e 2

et —tn)ﬁ x(x,)dt, = ©)

Il
UN

n

The partial components in the approximation
model vy, (t) are found using the least squares

method. This allows obtaining estimates for them,
where the sum of squares of deviations of the NDS
responses being identified, y[a;x(t)] from the model
responses y,[a;x(t)], is minimal, thus ensuring the

minimum mean square criterion

=" (y(a,x(t) - ¥, @, x(®)) =
2 (6)
:Z[Y(ﬂaj) —Za?yn(t)j —>min .
Minimizing criterion (6) boils down to solving

a system of normal equations Gauss, which in
vector-matrix form can be expressed as:

AAy=A'y (7)
where
a a - a y(t|a,) AU)
Aol @ e R yz(t)
a ai ai\‘ y(t|aL) yN(t)

If the identified system is supplied with test
signals in the form of step functions with amplitudes
ai, a,...,a.,, we obtain estimates of the transient
characteristics h{™(t) and the diagonal cross-
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sections of the transient characteristics of the eye
movement  system  hM(tt), AN,

AV (t,....t) [26], [28].

Responses of the investigated EMS models are
generally calculated based on expressions:

Vitla)=a;9,0+aiy, ) +..+a}'y, M), j=1L, (8)
or
y(tla;)=ah™ @) +a’h™ () +
+...+aj“'ﬁ,§N)(t,...,t), ji=1L

)

Fig. 2 presents the structural scheme, as
described in [26], for calculating the transient
characteristics based on the LSM. The scheme
represents a second-order model, where block T,
computes the first- and second-order transient
characteristics based on the system of normal
equations (7). The matrix Az in block T,
incorporates all three input step signals (ai, az, as) in
the form of Heaviside function.

The operation of block T, and the matrix A, are
described by the following formulas:

a, aj
T, =(AA,)' AL A, =|a,a;
2 272 217 29 |
a a
. |xtay)
a »  NDS (D)
’ >
Gf wtlay)
a » NDS + T,
. hy(1,7)
mirlas) -
a; » NDS >

Fig. 2. Structural scheme for computing the
first- and second-order transient characteristics
using the LSM identification method

Source: compiled by the authors

Compensation Identification Method. The
formalism of the method for determining the
intersections of n-th order transient characteristics of
nonlinear dynamic systems is based on the following
assertion [26], [28].

Assertion 3. Let the test inputs be the sum of n
step signals x, (t) =a6(t—rt,) (k=1, 2,...,n), shifted
in time by 11, ..., tn. Then, for an NDS with a single
input and a single output, the estimate of the
intersection of the n-th order transient characteristic
is

A, (t =Tyt —1,) =

n -1 1 n+zn:8k
=[n!HakJ 30 5 15,05,

where y(t|3,,..,6,) is the NDS response at time t
when subjected to a multi-step input signal with
amplitudes ax, obtained as a result of processing
experimental data based on (10). If 5, =1, the test
input contains a step signal shifted by t; otherwise,
if 5, =0, it does not contain it.

In certain cases, we have:

(10)

for n=1

N IEAU VNN (11)
al
for n=2
h, (1) === [y(tla,) - 2y(t|a,)]+A,; (12)

2a/

or

~ 1 .

h (t,0) = [y(tlas)-y(t|a,)-y(tla,)]+A,; (13)

a1a2
for n=3

R0 = - [t -3y 2,)+ 3yt a)] A, (14)

1

where a;, a2 = 2ai, az= ai + a, are the amplitudes of
test signals; A, represents the methodological error
resulting from the discarded terms of the IPS of
order n+1 and higher.

The responses of the second and third-order
models are calculated accordingly using the
expressions:

y(tla;)=a;h(t)+alh,(tt), (15)

y(tla,)=a;h(t)+a’h,(tt)+ah(ttt) , vj=1L . (16)

The compensation identification method is
presented with a structural scheme illustrating the
calculations based on formula (12), as shown in
Fig. 3. This scheme demonstrates the process of
obtaining of the diagonal cross-section of the
second-order transient characteristics using two test
signals with amplitudes a; and a, in the form of the
Heaviside function. In Fig. 4, the same scheme is
shown for the transient characteristic obtained using
three test signals in the form of the Heaviside
function, with amplitudes a1, a, and as, as described
in formula (13).
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NDS

rlay) + 2a (L1 + A,
a,
e o P e
Atlay)
a, e 2
Fig. 3. Structural scheme for computing the
diagonal cross-section of the second-order

transient characteristic using the compensation

method with two test signals
Source: compiled by the authors

—> NDS

tlaz)
s » NDS
1
0 2a.a,h,(1,1) + A,
I . o ah,
a, NDS

Fig. 4. Structural scheme for computing the
diagonal cross-section of the second-order
transient characteristic using the compensation

method with three test signals
Source: compiled by the authors

4. ACCURACY ANALYSIS OF
EYE MOVEMENT SYSTEM
SIMULATION MODELS

The EMS's responses to the test step signals,
defined as x(t)=a 0ty With amplitudes a; (j=1, 2, 3):

a1=1/3, a;=2/3, as=1 were analyzed. These responses
formed the basis in the construction of Volterra
models [24]. Horizontal visual stimuli displayed at
varying distances from the starting position on a
monitor were utilized as test signals, effectively
simulating the application of step signals with
different amplitudes to the EMS. The responses of
the EMS were recorded using eye-tracking
technology, integrating both hardware and software
components. In the simulation process, when
applying the approximation method, models based
on IPS are identified as M1.N/x:<ay,..., a.=> (N —
order of approximation, x — number of test signals;
ai,..., a_ — amplitudes of the test step signals). For
models based on IPP, the least squares method
(LSM) is used, resulting in models designated as
M2.N/x:<ay,..., a.>. Additionally, when employing
the compensation method of simulation, models are
determined as M3.N/x:<ay,..., a.>.

For EMS simulation in works [28]-[31],
experimental “input-output” data were gathered
using three test step signals with amplitudes ai=1/3,
a,=2/3 and as=1. The Tobii Pro TX300 eye tracker
was employed to collect these experimental data
(Fig. 5), from which transient characteristics were
determined for models M1.N, M2.N, and M3.N for

N=1 (linear model), N=2 (quadratic model), and
N=3 (cubic model). The transient processes of EMS
responses to visual stimuli with varying amplitudes
are depicted in Fig. 6.

The software tools were developed using the
Python programming environment.

1800 |

1000

0 500 1000 1500 2000 2500
Frames (time)

Fig. 5. EMS responses to visual stimuli of

different amplitudes
Source: compiled by the authors

OMS responses

—— yi(tla1) P —a3
e y2(tla2) / y3(tla3)
y3(tla3)
a2
N
y2(tlaz2)
/
/
/
/ —~——— o _al
/ // - — \ - a
02 / yl(tlal)
A

[ 10 20 30 40 50
Frames (time)

Fig. 6. Transient processes of EMS responses to

visual stimuli of different amplitudes
Source: compiled by the authors

To evaluate the accuracy of the developed
models for varying amplitudes of the test signals as,
az and as, the metric applied is the normalized root
mean square error (NRMSE):

2

Y, la) -3t la)f |
m=0 , 171, 2, 3;

M (17)
> y(tala)

& =
aj

where y(t,|a;)and y(t,|a;) are the responses of

the EMS and the model of the EMS to the test signal
in the form of a step function with amplitude aj,
measured/ computed at the time instant ty (tn is the
observation time of the EMS responses); j=1,2,3.

For N=1, transient characteristics h,(t | a;) (=1,
2, 3) were obtained based on the responses y(t|a,)
or y(t|a,) or y(t|a;), as shown in Fig. 7.
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Fig. 8 shows transient characteristics graphs of
the M2.1/2 models, which were calculated based on
two responses: y(t|a,) and y(t|a,), or
y(t|a,) and y(t|a,), or y(t|a,)and y(t|a,) and the
transient characteristic graph of the model M2.1/3.
For the M1.1 identification method does not allow to

calculate the transient characteristics based on two
or three responses [26].

Model 2.1/1 transient functions
hi(tlal)  hi(t|a2)
[N

NS e

hi(tllaa‘)

0.8
0.6 4
0.4

0.2

—— hi(tlal)
hi(tla2)
—— hi(t|a3)

0.0

0 10 20 30 40 50
Frames (time)

Fig. 7. Transient characteristics of the EMS

models M1.1/1 and M2.1/1, built using test

signals with amplitudes a1; a; as
Source: compiled by the authors

Model2.1/2 and Model2.1/3 transient functions

1.0

0.8

0.6

0.4

hi(t|a1,a2)

--e-- hi(t|al,a3)

—e- hi(tla2,a3)
= hl(tlal,a2,a3)

0.2

0.0

0 10 20 30 40 50
Frames (time)

Fig. 8. Transient characteristics of the EMS

models M2.1/2, built using test signals with

amplitudes: a1 and az; a1 and as; a; and as;
and M2.1/3

Source: compiled by the authors

For the compensation identification method, the
model M3.1 based on the responsey(t|a,) was

derived. The corresponding transient characteristic is
illustrated in Fig. 9, while the model's responses are
depicted in Fig. 10.

Table 1 shows the accuracy values based on
percentage NRMSE estimates of the responses
obtained using the identification methods for EMS
models M1.1/1, M2.1/1, and M3.1, while Table 2
presents the values for models M2.1/2 and M2.1/3.

M3.1 transient functions

— hI(t)

10 hi(t)
/\/\/\/{/,/‘\/\m/vw_

/

/

0.6 /
0.4 f

0.2

0.0 \'J

0 10 20 30 40 50
Frames (time)

Fig. 9: Transient characteristic of the EMS
model M3.1 built using test signal

with amplitude a:
Source: compiled by the authors

OMS and M3.1/1 responses

10{ — yi(tlal)

y3(tla3)
y2(tla2) o [T N a3
— y3(t|a3) |
ol 7T yi(tlal) y3(t|a3)
: e y2(tla2) !
- y3(tla3)
¢ y2(tlaz)
: " . .y s,
064 N -"i""--'.‘ L T S . =02
y2(tla2)

yitla1)

. WNWWGZL

yI(tlal)

0 10 20 30 40 50
Frames (time)

Fig. 10. Responses of the EMS and the model
M3.1 built using test signal with amplitude a:

Source: compiled by the authors

Table 1. Accuracy based on Percentage
Normalized Root Mean Square Error of the EMS
models M1.1/1, M2.1/1 and M3.1 %

Models Amplitudes of test signals  Mean

a a as value

M1.1/1:a: 99.9 81.8 79.7 80.8

M1.1/1:a; 82.8 99.9 94.5 88.6

M1.1/1:a3 81.5 94.7 99.9 88.1
M3.1:a; 99.9 82 80 81

Source: compiled by the authors

Table 2. Accuracy Based on Percentage
Normalized Root Mean Square Error of the EMS
models M2.1/2 and M2.1/3 %

Models Amplitudes of test signals Mean

a1 az as value

M2.1/2:a1,a; 86.2 96.4 92.9 91.8
M2.1/2:a1,a3 83.3 95.1 98.0 92.1
M2.1/2:a;,a3 82.0 96.3 98.3 92.2
M2.1/3:a1,a,a3  83.3 96.5 97.5 92.4

Source: compiled by the authors
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For N=2, based on the two responses
y(t|ai) andy(t|az), or vy(t|a)andy(t|as), or
y(t | a2) and y(t | as), the corresponding
multidimensional transient characteristics

hu(tlaj,a) and Zo(t tlaj,a), j, k=1,23;j#k were
obtained. In the models M1.2/2 and M2.2/2,
identical MTCs /(t| aj,aq) and 4a(t t| aj,a)  were
obtained for the same experimental data.

Fig. 11 displays both the first-order transient
characteristics and the diagonal cross-sections of the
second-order MTCs for the EMS models M1.2/2 and
M2.2/2. Both the first- and second-order transient
characteristics were computed based on the
responses: y(t | a1) and y(t | a2), or
y(t | a1) and y(t | as), or y(t | a2) and y(t | as).

M2.2/2 transient functions

hl(tlal,a2)

hil(t|a2,a3)
\ .

N G ity
hi(tlal,a3)

P

h2(t,tjal,a2)

— hl(tlal,a2)
hil(tlal,a3)

—— hl(tla2,a3)
— h2(t,tlal,a2)
-- h2(t,t|lal,a3)
== h2(t,t|a2,a3)

/ h2(t,tlal,a3)

o 10 20 30 40 50
Frames (time)

Fig. 11. Transient characteristics of the first-
order and diagonal cross-sections of the second-
order of the EMS, models M1.2/2 and M2.2/2

Source: compiled by the authors

The transient characteristics of the EMS model
M3.2/2 are illustrated in Fig. 12. The corresponding
responses for the same model are given in Fig. 13.

Model3.2/2 transient functions
hift,
/( )

104 —— hi(t)
h2(t,t)

05

h2(t.t)
/

0.0

0 10 20 30 40 50
Frames (time)

Fig. 12. Multidimensional transient
characteristics of the EMS, model M3.2/2

Source: compiled by the authors

The graphs of the multidimensional transient
characteristics ~ Aa(t) and Ao(t,t),  which  were
determined based on the three responses

y(t | au), y(t | a2), y(t | as) for the EMS model M2.2/3,
are shown in Fig. 14.

OMS and Model3.2/2 responses

— yi(tjal) 2 ¥3(t1a3)
1.0 / -
y2(t‘52) e, a3
— y3(t|a3) 3 __’ ./
08+ e yl(tlal) y2(t\a2)'" y3(t|a3)
------ y2(t|a2) By
06 e §3(ta3) e e gt ity i 82

P y2(tla2)
; yi(tla1)

al
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Source: compiled by the authors
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Fig. 14. Multidimensional transient
characteristics of the EMS, model M2.2/3

Source: compiled by the authors

The corresponding graphs comparing the
M2.2/3 responses with the EMS responses to
identical test signals are presented in Fig. 15.
Analogous results were obtained for the M3.2/3 and
are shown in Fig. 16 and Fig. 17.
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Fig. 15. Responses of the EMS and the
model M2.2/3

Source: compiled by the authors
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Model3.2/3 transient functions
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Fig. 16. Multidimensional transient
characteristics of the EMS, model M3.2/3

Source: compiled by the authors
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For N=3, the graph of the primary-order
transient characteristic, along with the graphs of the
diagonal cross-sections of the second and third-order
multidimensional transient characteristics for the
EMS model M3.3, are displayed in Fig.18. The
responses of the EMS model M3.3 are shown in
Fig.19.
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Fig. 18. Multidimensional transient
characteristics of the EMS model M3.3

Source: compiled by the authors

Table 3 provides the accuracy values based on
percentage normalized root mean square error of the
response estimates for the constructed EMS models
M1.2/2 and M2.2/2, and the model M2.2/3. Table 4
presents the accuracy values for the models M3.2/2
and M3.2/3, and the model M3.3/3.
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Fig. 19. Responses of the EMS and the
model M3.3

Source: compiled by the authors

Table 3. Accuracy Based on Percentage
Normalized Root Mean Square Error of the EMS
models M1.2/2, M2.2/2 and M2.2/3, %

Model Amplitudes of test signals Mean

ai a as value

M2.2/2:a1,a; 99.9 99.9 81.0 81.0
M2.2/2:a1,a3 99.9 90.9 99.9 90.9
M2.2/2:a;,a3 82.7 99.9 999 827
M2.2/3:a1,a2,a3 91.8 95.7 99.0 95.5

Source: compiled by the authors

Table 4. Accuracy Based on Percentage
Normalized Root Mean Square Error of the EMS
models M3.2/2, M3.2/3 and M3.3, %

Model Amplitudes of test signals Mean

a a as value

M3.2/2:a;,a; 82.8 81.8 62.6 75.7

M3.2/3:a1,a2,a3 93.9 88.7 922 916

M3.3/3:a1,a2,a3 90.7 80.1 51.4 741
Source: compiled by the authors

For N=3, based on the three responses

y(t]as), y(t]a2), y(t|as) the transient characteristics
Ra(t), Aa(t,t), As(t,t,t) were obtained. For the models
M1.3/3 and M2.3/3, identical MTCs were obtained,
and the responses of the models practically coincide
with the responses of the EMS for the same input
signals.

On Fig. 20, a comparative analysis diagram of
the accuracy based on the percentage NRMSE
criterion constructed using identification software
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tools for EMS models: M2.1/1, M2.1/2, M2.1/3, is
presented.

On Fig. 21, the same analysis is provided for
models M2.2/2, M3.2/2, M2.2/3, M3.2/3 and M3.3.
The EMS model M2.3 are not shown in the diagram
because it have negligible deviations from the EMS
responses.
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Fig. 20. Comparative analysis of the accuracy
based on the average percentage NRMSE values
of the EMS models:

M2.1/1; M3.1; M2.1/2; M2.1/3

Source: compiled by the authors

100,00%
90,00%
80,00%
70,00% == = =
60,00% = = =
50,00% = = =
40,00% = = =
30,00% = = =
20,00% == == =
10,00% = = =

0,00%

M2.2/2 M2.2/3

°M3.2/3

M3.2/2

SN Y
PP P P P P
e @ N

Fig. 21. Comparative analysis of the accuracy
based on the average percentage NRMSE values
of the EMS models:

M2.2/2; M3.2/2; M2.2/3; M3.2/3; M3.3

Source: compiled by the authors

5. CONCLUSION

This  study applied Python-implemented
nonlinear dynamic simulation of the human EMS,
utilizing integro-power series and integro-power
polynomials to develop models that accurately
reflect the eye movement system’s response
dynamics. By employing the least squares method,
compensation, and approximation methods, we
evaluated various model accuracies based on first-
order transient characteristics and diagonal cross-
sections of second- and third-order multidimensional
transient characteristics. The data for these models
was collected from eye-tracking experiments
designed to capture responses to test signals with
varying amplitudes.

The results demonstrate that the quadratic
model, developed using three test signal responses
and refined with the least squares method, provided
the highest simulation accuracy and computational
efficiency, outperforming alternative models in
precision. The evaluation showed a significant
reduction in error rates as more test signals were
incorporated, highlighting the wvalue of using
multiple data points for improved accuracy. While
the compensation method required  fewer
computational resources, it exhibited higher error
rates, making it less suitable for applications
requiring high diagnostic precision. It is important to
note that the models of the third order and the
second-order model based on the compensation
method using two test signals vyield unstable
solutions.

In summary, the quadratic model using the least
squares method and three test signals provides a
reliable  framework  for EMS-based  state
classification. The developed models, particularly
the quadratic IPP model, offer a robust foundation
for further research into personalized
psychophysiological condition assessment through
the development of classifiers. This methodology
enables high accuracy in EMS simulation and
effective psychophysiological condition assessment,
providing a strong basis for future studies and EMS-
related applications.
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OuiHKH TOYHOCTI ineHTH(IKALIT OKO-PYX0BOI CHCTEMH JIOJAUHH 32
JAOMOMOTOI0 CTYNMIHYATHX TECTOBUX CUTHAJIIB

IMaBjenko Birasiii I[aﬂn.noanl)
ORCID: https://orcid.org/0000-0002-5655-4171; pavlenko_vitalij@ukr.net. Scopus Author 1D: 54401442600
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ORCID: https://orcid.org/0009-0003-3149-3741; user111228322@gmail.com
) HanionanbHuit yriBepcuteT «Ofechka HomiTexHikay, np. Illesdenxo, 1.Oneca, 65044, Ykpaina

AHOTALIS

Jlns MaTeMaTUYHOrO MOJEIIOBaHHS OKO-pyXoBoi cucteMu (OPC) moauHN BUKOPUCTOBYIOThCS IHTETpabHI HEiHIHHI Mozen,
SKI OJHOYACHO BpaxXxOBYIOTh HENiHIHY JUHAMIKy Ta IiHEpHiifHi BiacTUBOCTI oO0'ekTra JociimkenHs. Ha ocHOBI maHuX
eKcriepuMeHTanbHuX  JociipkeHb OPC  "BXiA-Buxix" BHM3HAYAIOTHCS JiarOHalbHI MEPETHHH OaraTOBUMIPHUX HEPEXiTHUX
xapakrepuctuk (BIIX) mpyroro Ta Tperboro mopskiB. s oTpUMaHHS €KCIEPUMEHTAIBHUX JaHUX 3aCTOCOBYETHCS iHHOBaIiiHA
TEXHOJIOTiSl aHTpeKiHry, IO JO3BOJISE PEECTPYBATH BIATYKH OKa HA TECTOBI Bi3yalibHI cTUMyAH. Mera po0OoTH momnsirae B
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JociipKeHH] TogHoCTi ineHTndikamnii OPC 3a nqaHuMy alTpeKkiHry OUIIXOM OIIHKK MoXuOok obumncienHs BIIX mpu BuKopHuCcTaHHI
TPHOX METOJIIB HEINHIMHOI MUHAMIYHOI ieHTH(IKaI[i: ampOKCUMAIIIfHOT0, KOMIIGHCAIIHHOTO Ta METOy HAalMEHIIUX KBaJpaTiB
(MHK) na ocHoBi momenel y Burmami inrerpo-creneHeBux psaiB (ICP) ta interpo-crenmeneBux momiHomiB (ICII). O6’extom
JIOCII/DKEHHS € Tporec HenmapaMeTpudHoi ineHtudikanii OPC Ha ocHOBI Mozenedt Bomsreppu y wacoBiit obmacti. IIpeamerom
JIOCITIJDKEHHS € OOYHCITIOBAJIbHI Ta IpOrpaMHi 3acobn BU3HAaYeHHs AuHaMiyHUX xapakrepucTuk OPC 3a maHnMu alTpexiHry, aHaii3
TOYHOCTI OTPHUMAaHHX MOJIENEll IpH BUKOPUCTaHHI 3a3Ha4eHUX MeToAiB. OTPHMaHO OLIHKHM TOYHOCTI IMOOYIOBaHUX Pi3HHUX Moeneit
OPC (iiniliHOI, KBajpatMyHOi Ta KyOiuHOI) 3a MJAaHMMH TpbOX BIATYKIB Ha TECTOBI CHTHaNM pi3HOI ammiityg. Jlis
anpokcumaniiinoro merony Ta MHK npu BUKOpHCTaHHI OJJHAKOBUX TECTOBHX CHUTHAJIB OYJI0 OTPUMAHO OIHAKOBI MOJEIi, OCKITBKA
B obnacri 30ixkHocTi ICP 1i Momem crniBnanaroth. KoMrieHcaliifiHuii MeTol BHMara€ MiHIMABHHX OOYMCIIOBAIBHHUX PECYpCiB
MIOPIBHSHO 3 IHIIMMHM METOAaMH, IpOTe Mopelni, MoOyIoBaHi NMpH HOro BUKOPHCTaHHI, MAlOTh 3Ha4YHI MOXMOKH, IIO POOUTH iX
HETIPUAATHAMH B AIarHOCTHYHMX JociikeHHsAX.IIpm moOymoBi Mozenell TpeThOro MOPSIKY TPOSIBISIETHCS HECTaOUIBHICTD
OTPUMAaHUX OIIHOK IMepexiTHUX XapakTepucTuk. Ha ocHOBI aHami3y NOXHOOK OIHKKA AWHaMiYHHX xapakrtepucTuk OPC
BCTAaHOBJIEHO, IO KBaJpaTH4YHa MOJedb moOyaoBana 3a jonomororo MHK Ha ocHOBI TppOX BIgryKiB € Halikpamioro cepen
JOCIIJPKYBaHUX Mofeseld. TakuM YMHOM, Y TTOJaIbIINX JOCIIKEHHIX MCHX0(]i3i0NOriTHOr0 CTaHy JIIOJJMHE HAa OCHOBI HENiHIHHUX
muHaMigHEX Mozenelt OPC 3a maHnMM TpbOX BIATYKIB JIOMIJIBHO BUKOPHCTOBYBATH MOJIENb y BUTIIsiAIL kBaaparmaHoro ICIL.

Knrwowuosi cnosa: inpopmaniiiHi TeXHONOrii, OKO-pyXOBa CHCTeMa, HeNiHiffHa IWHaMi4HA iXeHTH]IKaIlsL, TEXHOJIOTIsN
alTpekiHry, Mojeli BoibTeppy, TOUHICTh MOJIETIOBAHHS, JIlarHOCTHKA HEHPOQi310JIOriYHNX CTaHIB JIIOAUHN
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