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ABSTRACT

This paper addresses the challenge of aligning the competences of data specialists with skills in demand on the labour market in the
rapidly evolving field of data science. Using an open dataset of 3,744 IT job postings, the study applies K-means clustering to identify
key skill groupings for data specialist positions. The optimal number of clusters is determined using the elbow method, resulting in four
distinct clusters: Data Analyst & Engineer, Data Platform Engineer, Data Science & Engineering Specialist, and Cloud Data Engineer.
The research methodology employs unsupervised learning techniques, specifically K-means clustering, to analyze the distribution of
skills across job postings. The clusters are visualized using t-distributed Stochastic Neighbor Embedding (t-SNE), providing insights into
the relationships between different skill sets. The study reveals that job titles do not always unambiguously define the required skills,
emphasizing the importance of focusing on specific skill sets rather than job titles alone. To bridge the gap between specific subject
competences academic programs and industry requirements, the paper proposes a novel approach for comparing the proportion of skills
in job clusters with the proportion of professional competencies in academic programs. This method is demonstrated using the
Information Systems and Technologies Master's program at Kherson State University as a case study. The chi-square test is applied to
confirm the statistical similarity between the skill structure of the Data Science & Engineering Specialist cluster and the competency
structure of the academic program. The findings highlight the importance of continuous adaptation of profile of academic program to
meet evolving industry needs. The proposed approach provides a data-driven framework for universities to align their programs with
labor market demands, potentially improving graduate employability in the data science field. The study also underscores the need for
personalized learning paths that can be tailored to individual career goals and skill gaps. Future research directions include the
development of an artificial intelligence system to form individualized educational trajectories based on the skills required for specific
job clusters. This could further enhance the alignment between education and industry needs, preparing students more effectively for the
dynamic data science job market.
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INTRODUCTION

The dynamic nature of labour market demands,
especially in engineering fields, requires continuous
skill development for learners to remain employable
[1, 2]. Open Educational Resources (OER) are a
valuable source of learning materials that can be
used for personalized learning [3].

Al and data mining techniques can be used to
analyze job vacancies and extract skill requirements
for specific occupations [4, 5], [6]. Al-driven
recommender systems can match learners with
relevant OER content based on extracted job skill
requirements and individual learning goals. These
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systems face challenges such as cold start issues for
new users or elements, and the need for accurate
content quality assessment. Topic modelling and
metadata analysis can be used to categorize and
assess the quality of learning resources [7].

The purpose of the paper is to develop an
approach to match the specific subject
competences of data specialists for academic
programs with the skills in demand on the
labour market, in order to justify the choice of
such educational component of an academic
program for an applicant, which would allow to
prepare the applicant during studies for
obtaining the desired data specialist position on
the labour market.
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The paper is structured as follows: Section 2
reviews the literature on the requirements of
employers in the IT industry; Section 3 describes the
research methodology using unsupervised learning
in the form of clustering; Section 4 defines the
academic program corresponding to the cluster of
vacancies; the last section concludes.

RELATED WORKS

In order to create an academic program that
meets the needs of the labor market, it is important
to identify the IT market skills required by industry
for computing students in higher education, using
the following steps:

1) analyze job postings and advertisements
from online job portals to extract skill requirements
for IT positions [4, 6];

2)use text mining and natural language
processing techniques to identify key skills and
competencies mentioned in job postings [9];

3) use Al and machine learning algorithms to
map skills to specific job roles and identify
emerging trends in skill requirements [9];

4) conduct surveys and interviews with industry
practitioners to understand skill gaps and
requirements [10, 11];

5) analyze CVs and profiles of successful
professionals in the industry to identify common
skills [12].

Next, it is important to provide academic
educators and learners with the skills needed in the
IT marketplace:

1) develop data-driven frameworks that map
industry skill requirements to academic curricula
[13];

2) create real-time tools that provide curriculum
designers with updates on changing skills
requirements [9];

3) implement work-based learning programs to
expose students to industry-relevant skills [14];

4) revise and update existing courses based on
identified skills gaps [11, 15];

5) offer electives, online courses and mini-
courses focused on in-demand skills [15];

6) collaborate  with industry partners to
incorporate practical, industry-relevant projects into
coursework [10];

7) provide personalized learning pathways for
students based on their individual skill gaps and
career goals [15].

The adoption of Industry 4.0 technologies in the
manufacturing sector (that has a constant need for
data analysis and interpretation) has led to
significant changes in the skills requirements of the

workforce. Several studies have examined the
growing skills gap in the manufacturing sector:

The skills gap is particularly pronounced for
middle-skill jobs, which typically require less than a
bachelor's degree [16]. Employers consistently
report difficulties in finding workers with the
necessary skills and qualifications, indicating a
mismatch between workers' skills and employers'
needs. In Europe, around 25% of workers have no or
low digital skills, with disadvantaged regions more
likely to be negatively affected by automation and
Al [17]. Workers will need to develop skills in a
range of new digital technologies to fit into Industry
4.0 environments [18]. Several studies in the US
highlight the importance of skills that require
industry certification, but not necessarily a
bachelor's degree [19]. Data science skills are
increasingly important in different firms in IT,
banks, mobile companies, government organization
etc. [20]. There is a growing demand for
interdisciplinary  talent that has both core
manufacturing skills and data science skills. Current
manufacturing education and training programs do
not fully address the data science skills gap [21].

Existing studies reveal several limitations of
existing research [22]:

1) many studies rely on surveys and interviews,
which may not fully reflect the comprehensive state
of the labour market;

2) most research focuses primarily on employer
demand data, neglecting the skills offered by the
current and future workforce;

3) there is a lack of comprehensive studies
covering different aspects of Industry 4.0, such as
cyber manufacturing, cloud computing and sensor
engineering;

4) few studies have conducted a data science-
specific skills gap analysis of the current
manufacturing job market.

The review highlights the need for a more
comprehensive, data-driven analysis of both the
demand and supply sides of the manufacturing
labour market, with a particular focus on data
science and Industry 4.0-related skills.

Data science skills in high demand in
manufacturing include [23]:

- programming languages (SQL, Python, Java);

- big data processing tools (Apache Hadoop,
Apache Spark);

- cloud platforms (AWS and Microsoft Azure);

- machine learning and Al.

Key domain knowledge areas identified as
important include artificial intelligence, statistics
and algorithms, big data analytics, machine learning,
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data engineering in different subject domains [24].
Research suggests that there is often a mismatch
between the skills/knowledge of the current
workforce and what employers require. Education
programs and workforce training initiatives need to
be updated to address these gaps. There is also an
emphasis on the need for continuous learning and
upskilling of the workforce to keep pace with
technological change [25]. Overall, the literature
highlights the critical importance of data science
skills and knowledge for the future manufacturing
workforce, while also identifying significant gaps
that need to be addressed through education, training
and recruitment efforts.

Rapid advances in artificial intelligence are
shaping key ideas for a new division of labour
between humans and machines and automation,
including that many blue colors positions are at high
risk of automation in the coming decades [26]. Many
middle-class and white-collar jobs are at risk. Tasks
that follow explicit rules can be automated, while
non-routine tasks that are not sufficiently understood
to be specified in computer code are more resistant.
Recent advances in Al have enabled the automation
of some non-routine cognitive tasks, with the main
obstacle being insufficient data for pattern
recognition. Creativity and innovation are seen as
uniquely human capacities that are most resistant to
automation, but some argue that it is only a matter of
time before Al becomes creative.

The future may require a shift in education
from skills to cultivating uniquely human capacities
such as judgement, creativity and innovation.
Education should focus on sensing, understanding,
managing and creating change, as well as
collaborating effectively with Al systems. The
implications for education include:

1. Cultivating creativity, innovation, judgement
and leadership skills that are resilient to automation.

2. Shifting from goal-oriented to purpose-
oriented curricula focused on future readiness.

3. Teaching understanding of coding, Al
capabilities/limitations and human-Al collaboration.

4. Focus on play and humor in early education
to develop creativity.

5. Develop skills to
partnerships.

RESEARCH METHODOLOGY

K-means clustering is a supervised learning
algorithm designed to cluster data based on its
similarity. Unsupervised learning means that there is
no specific outcome (number of clusters) to be
predicted, and the algorithm tries to find patterns in
the data. In the K-means method, we need to specify

lead human-machine

the number of clusters into which we consider it
appropriate to divide the data. The algorithm
randomly assigns each observation to a cluster and
finds the center of each cluster. The algorithm then
iterates through two steps:

1) reassigns data points to the cluster whose
center is closest;

2) calculates the new centroid of each cluster.

These two steps are repeated until the variation
within the cluster can no longer be reduced beyond a
certain threshold. The intra-cluster variation is
calculated as the sum of the Euclidean distances
between the data points and their respective cluster
centroids.

We will use an open data set of professions and
related skills for Data Specialists [27], consisting of
3744 1T professions (‘data engineer’, 'data analyst',
'data scientist', 'software engineer"). For each of these
professions, requirements are formulated in the form
of skills (SQL, Python, Scala/Spark, Data
Engineering, AWS, Azure, ETL, Data Analysis,
Snowflake, Kafka, Java, Data Modeling, Airflow,
Data Warehousing, Machine Learning, DevOps,
Kubernetes, Docker, Databricks, Git). For each
profession, the requirements profile is defined in the
form of binary values (1 - if the skill is included in
the requirements of this profession; 0 - otherwise).
The first values of this correspondence between
professions and skills are demonstrated in Fig. 1
using the Python function head
(clustered_job_postings).

job_title SQL Python Scala/
Spark
Data Engineer 2 1 0 0
Staff Data Engineer 1 1 0
Senior Data Engineer, Public Company 1 1 0
Senior Data Engineer, Public Company 1 1 0
Senior Staff AT Data Engineer 1 1 0
Data AWS Azwre ETL Data  Snow-flake
Engineering Analysis
0 ] 1 0 0 0
0 0 0 1 0 1
0 ] 0 1 0 1
1 0 0 1 0 1
1 1 1 1 0 1

Fig 1. Correspondence between professions
and skills
Source: compiled by the authors
This dataset shows which skills are available
and which are not for each profession.
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Exploratory Data Analysis (EDA)

The data consists of job advertisements for Data
Specialists with different skill requirements. In order
to determine which list of skills of higher education
graduates will better facilitate employment for a
particular position, we will identify the main types
of positions for Data Specialists by clustering these
positions. For K-means clustering, we will use the
columns with skills to form clusters using Python.
An example of the python code for K-means
clustering and finding the cluster centers for Data
Specialists positions is shown below (Fig. 2) [28].

kmeans = KMeans(n_clusters=6, random_state=42)
kmeans.fit(X_scaled)
y_kmeans = kmeans.predict(X scaled)

Fig. 2. Distribution of requirements for

the positions of data specialists
Source: prepared by the authors [28]

After clustering, we visualize the results of the
K-means clustering in Fig. 3 using the t-SNE
method. The data points are colored according to the
assigned cluster, and the red dots represent the
cluster centers. That is, four clusters were identified
within the Data Specialists profession dataset

(Fig. 4).

K-means Clustering of Job Postings
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Fig. 3. Clustering of Data Specialist positions

Source: compiled by the authors

Let us visualize data clustering by skills using t-
SNE method (Fig. 5) [28]. The visualization results
are shown in Fig. 2 using t-distributed Stochastic
Neighbor Embedding (t-SNE method) as a nonlinear
dimensionality reduction method often used to
visualize multivariate data in two or three
dimensions. It is particularly useful for identifying
clusters in data. Thus, the clustering results yielded a
distribution of clusters.

Knacrepu3auin Data Engineers

eeeeeee

Fig. 4. Visualization of Data Specialist position

clusters using t-SNE
Source: compiled by the authors

kmeans = KMeans(n_clusters=4,
kmeans.fit(X)

random_state=20) # You can change the number .

# Adding the clustering results to the original DataFrame
df['cluster'] = kmeans.labels_

# Using t-SNE for dimensionality reduction
tsne = TSNE(n_components=2, perplexity=30, random_state=20)
X_tsne = tsne.fit_transform(X)

# Adding t-SNE components to the DataFrame
df['tsne-2d-one'] = X_tsne[:, @]
df["tsne-2d-two"] = X_tsne[:, 1]

Fig 5. Visualization of Data Specialist position

clusters
Source: prepared by the authors [28]

Distribution of clusters:

« the yellow cluster (cluster 0) is located on
the left side of the graph. It contains several dense
groups of points;

« the green cluster (cluster 1) is located on the
right side of the graph. It contains the most points
and is more scattered than the other clusters;

« the blue cluster (cluster 2) is concentrated at
the top of the graph. The points are quite compact;

« the purple cluster (cluster 3) is located at the
bottom of the graph. The dots form a dense group.

Density of points:

e some clusters have areas of high point
density, indicating greater skill similarity between
our data in these areas;

« other clusters, such as the green cluster, have
more widely distributed points, which may indicate
a greater diversity of skills in this cluster.

Features of clusters:

* clusters can correspond to different skill
groups or specializations in our data;

« the yellow and blue clusters may represent
groups with very specific skills, given their density
and compactness;

« the purple cluster can also represent a highly
specialized group, but a slightly larger one;
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» the green cluster can cover a broader range

of skills or a more general specialization.

Finding the optimal number of clusters

To determine the optimal number of clusters,
we apply the elbow method. The graph of the elbow
method for determining the optimal number of
clusters shows that the inertia (the difference
between cluster elements) decreases sharply from 2
to 4 clusters, and then decreases less significantly
(Fig. 6). This indicates that the optimal number of
clusters is in the range of 3 to 4.

Visualization of the elbow method is in Fig. 6.

Elbow Method for Optimal k

11000 1

10000 1

Inertia

9000 4

8000

7000 4

T T T T T T T T
2 3 4 5 6 7 8 9
Number of clusters

Fig. 6. Determining the optimal number of

clusters using the elbow method
Source: compiled by the authors

The optimal number of clusters using the elbow
method is usually chosen where there is an elbow on
the graph, i.e. where the decrease in inertia becomes
less significant. In Fig. 6, this is the case for four
clusters.

Three clusters: Identifies separate groups of
Data Engineers and other positions, including Data
Analysts and Data Scientists.

Four clusters: It shows an even more detailed
division between professions, in particular, separates
Data Scientists into different clusters.

Recommendations

1. We can use 4 clusters for optimal clustering.
This will provide a more detailed view of the
distribution of professions and specializations.

2. If a more detailed segmentation is required, 5
clusters can be considered, but keep in mind that the
significance of the decrease in inertia decreases after
4 clusters.

According to Elbow Method for Optimal
number of clusters the most significant reduction in
the coefficient of inertia, which shows the difference
between clusters, occurred when the number of

clusters was 4 (Fig. 4), further increase in the
number of clusters leads to a slight improvement in
the quality of clustering, which led to the choice of 4
clusters. Based on the results of the distribution of
positions between the clusters, we obtain the
following Table 1.

Table 1. Distribution of positions (professions)
between clusters

Data Data Data Software
Clusters . S .
engineer | analyst | scientist | engineer
0 763 42 25 46
1 527 503 22 34
2 894 350 115 56
3 361 0 1 5

Source: compiled by the authors

This table shows that job titles do not always
unambiguously define the required skills and
competencies of job applicants. And vice versa, job
titles with different titles may be similar in terms of
the skills they require. This means that a job
applicant should first pay attention to the set of skills
that he or she must possess in order to be suitable for
the desired position.

The distribution of Data Specialists' skills
within each cluster is shown in Fig. 7.

Skill Distribution Across Clusters

c“*"“'z- . . ==
B
s}
“5"‘“. l . I ‘ =

Fig. 7. Distribution of Data Specialists' skills
across occupational clusters

Source: compiled by the authors

Based on the analysis of the distribution of
skills, the following names for the respective
clusters were derived (Table 2).

Based on the obtained clusters of occupations
for Data Specialist, a potential applicant for a
relevant vacancy needs to determine the appropriate
academic program that would allow him/her to
obtain the desired position, taking into account the
skills in demand in the labour market within the
cluster of relevant positions.
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Table 2. Description of clusters

Clusters name

Cluster description

Data Analyst &
Engineer

SQL skills (21.9 %) and Data Analysis (19.6 %) dominate, emphasizing the focus on data
analytics and database work. Data Engineering (9.8%) and Data Modeling (7.7 %) indicate
the importance of engineering tasks related to data management. ETL (7.2 %) demonstrates
work with data extraction, transformation, and loading processes, which is an important part
of both analyst and data engineer responsibilities. The name reflects the integration of
analytical and engineering functions in this cluster

Data Platform
Engineer

The importance of containerization and orchestration skills: Docker (9.5 %) and Kubernetes
(9.4 %). Programming and databases: Python (9.4%) and SQL (9.1 %) are key skills that
emphasize the importance of programming and database work. The presence of Kafka
(8.8%), Snowflake (8.4 %), Airflow (8.4 %), and ETL (7.2 %) puts the focus on data
processing and movement.

Data Science &
Engineering Specialist

Python (24.3 %) and SQL (18.4 %) skills dominate, highlighting the key role of
programming and data processing. Data Engineering (7.2 %), ETL (5%), and Data Modeling
(4.8%) skills are related to data engineering and management. Machine Learning (5.8 %)
focuses on data analysis and the application of machine learning models. Data Analysis
(6.6%) and Data Warehousing (4.4 %) define analytical skills and data warehousing work
that complement the technical aspect.

Cloud Data Engineer

AWS (15.6 %) and Azure (6.8%) together account for over 22% of requirements, indicating
a strong focus on cloud platforms. Programming and data management: Python (14.0 %) and
SQL (11.3 %) are the second and third most important skills, highlighting the importance of
programming and database skills. A variety of technologies for working with data:
Snowflake (4.8 %), Kafka (3.7 %), Airflow (2.7 %) indicate the need to work with modern
data processing and analysis tools in a cloud environment. The name reflects a combination
of cloud technology and data engineering skills.

DETERMINATION OF THE ACADEMIC
PROGRAM CORRESPONDING TO
THE DATA SPECIALIST POSITION

CLUSTER

Source: compiled by the authors

Table 3. Educational components of the Master's
degree program in IST
(OC - obligatory/mandatory component/course,
EC - elective component/course)

informal
(COURSERA. Udemy),

in the company.
The main

The approach to choosing a position based on a Disciplines of the academic
. . . No. ECTS
set of skills allows you to build an individual program
learning path that a job applicant can pursue in OC3 | Formal methods of software 3
higher education institutions, or independently as an o engineering e 3
education on educational platforms 4 | Management of financia
h tificat instrument development technology
. whose - certi I(.:a €S are OC 5 | Digital currencies and blockchain 3
recognized by employers, or as part of an internship technologies
) ) ) ) OC 6 | Time series forecasting models for 6,5
idea in choosing an academic business analytics
program that would allow you to get the desired OC 7 | Modelling and design of 3
position in the labour market is to compare the share information systems
of skills presented as hard skills requirements in the EC | EC7,EC8 ECYECI0 3*4
vacancy cluster with the share of professional OC4 | Management of financial 3
instrument development technology

competences that are formed within a particular
academic program. Next, it is necessary to confirm
the reliability of the correspondence of the hard
skills of the vacancy cluster to the professional
competences of the academic program using the
statistical criterion y?2.

Let us consider the academic program
Information Systems and Technologies of the
Master's level at Kherson State University (Ukraine)
(https://ksu24.kspu.edu/s/m69no) in Table 3.

Source: compiled by the authors

Let us compare the proportion of skills of
cluster 2 Data Science & Engineering Specialist with
the professional competences corresponding to this
study program. To determine the proportion of
professional competences, we will use the number of
credits for the educational components. The
comparison results in Fig. 8.
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Skl Competences Average, -

: . ~ . - : -
M  Cluster 2 Number sh;;e, ECTS share, CS Av Face Courses
1 Python 1409 24.3% 5 13.5% 189 154 0C3,

ECT.1.
EC 84
2 SQL 1067 18.4% 4 10.8% 14.6 0.8 0OC4,
EC8.3
3 Data 416 7.2% 6 16.2% 11.7 1.74 0OC3,
Engineering ECT.1.
EC38.1.
ECS.2
4 Data 384 6.6% 5.5 14.9% 10.7 1.59 0Ce6,
Analysis EC 7.4,
EC9.1.
5 Machine 3?5 5.8% 5.5 14.9% 103 199 0OCe6,
Learning EC 7.4,
EC
10.1.
a ETL 290 5.0% 45 12.2% 8.6 149 0OCé6,
EC9.1
7 Data 278 4.8% 4.5 12.2% 8.5 1.60 0OC7,
Modelling ocs
8 Java 272 4.7% 0 0.0% 2.4 2.35
9 Data 254 4.4% 1 2.7% 3.6 0.20 ECS.1
Warehousing
10  Databricks 208 3.6% 0 0.0% 18 1.80
11 Snowflake 193 3.3% 0 0.0% 1.7 1.65
12 Azure 137 2.4% 0 0.0% 12 1.20
13 Airflow 115 2.0% 0 0.0% 1.0 1.00
14 Git 110 1.9% 1 2.7% 23 007 0OC¥%
15 Kafka 112 1.9% 0 0.0% 1.0 0.95
16  DevOps 104 1.8% 0 0.0% 0.9 0.90
17 Kubemetes 61 1.1% 0 0.0% 0.6 0.55
18 Docker 57 1.0% 0 0.0% 0.5 0.50

Fig. 8. Calculation of shares of skills and
competences
Source: compiled by the authors

Let us compare the proportion of skills of
cluster 2 Data Science & Engineering Specialist with
the professional competences corresponding to this
study program. To determine the proportion of
professional competences, we will use the number of
credits for the educational components. The
comparison results in Fig. 8.

To test the hypothesis that the actual and
expected distributions are not randomly similar, we
apply the y? test. Steps to calculate y? criterion.

1. Calculation of the actual y? for each skill
category using the formula:

2 _ (§5-Av)? =221,

Av 1)
where SS is skill share, CS is competences share of
specific subjects, Av = @ is average (expected)
value between skill and competences share for each
category in Fig. 8.

2. Compare the actual value with the critical
value: x% = CHISQ.INV.RT(5%;18 — 1) =
27.587. Since y? =22.1<27.587 =% we
cannot reject the null hypothesis. This means that the
difference between the actual and expected
distribution of skill shares is not significant, and

the distance between the shares can be
explained by random fluctuations, e.g., these
shares are same.

This means that the distribution of specific
subject competencies of the Information systems and
technology academic  program  meets the
requirements for Data Science & Engineering
Specialist cluster and this academic program can be
chosen to develop the appropriate skills to obtain the
desired position in the labor market.

CONCLUSIONS

The optimal number of clusters was determined
based on the open data on data specialist positions,
the clustering method and the elbow method: Data
Analyst & Engineer, Data Platform Engineer, Data
Science & Engineering Specialist, Cloud Data
Engineer. Each of these clusters has a unique
combination of 17 to 20 skills for data specialists. In
general, clustering allows us to identify the most
sought-after groups of data specialists with the most
in-demand skills. Based on a comparison of the
shares of skills in the profile of specialists in each
cluster and the shares of professional competencies
in academic programs, an approach to identifying
similarities between the requirements of the labor
market and the academic program for training data
specialists is proposed. An example of applying this
approach to the Data Science & Engineering
Specialist cluster and the master's degree program
Information Systems and Technologies at Kherson
State University is presented. Using a statistical
criterion, the similarity between the structure of the
cluster by skills and the structure of the academic
program by professional competences is confirmed.
The application of the proposed approach will be
useful for higher education institutions when
reviewing educational programmes, as the design of
the programme will take into account not only the
names of labour market positions that graduates can
work in, but also the professional competencies in
clusters of positions, training in which will allow the
graduate to have a better understanding of future
requirements from potential employers.

In the future, it is planned to study the
formation of an individual educational trajectory for
applicants based on the skills they need to develop
for employment or advanced training for the labor
market, using an artificial intelligence system.
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AHOTANIA

Crarts npucBsideHa poOiieMi yBIAMOBIIHEHHs KOMIIETEHTHOCTEH (axiBI{B 3 JaHUX 13 HABUYKaMH, 3aTpeOyBaHUMU Ha PUHKY
Ipaili B raiy3i HAyKd Ipo JaHi, [0 CTPIMKO PO3BUBAEThCS. BrkopucTOByrouM BikpuTuit Habip manux 3 3744 Bakauciii y cdepi IT, y
JIOCITi/KEHHI 3aCTOCOBAHO KJIacTepu3aliio 3a MeTooM K-cepeiHix ist BU3HAUCHHS KJFOUOBHX IPYI HABHMYOK TS TIO3HUIIIH CreliaicTiB
3 00poOKku manux. OnTuManbHa KiTbKiCTh KIACTEPiB BU3HAYAETHCS 33 JOMIOMOrOK0 METO/Y JIKTSI, B PE3yJIbTaTi Y0ro OTPUMAHO YOTUPH
OKpeMi KJIaCTepu: aHAIITHK Ta iHKeHep JaHMX, iHKeHep miarhopMH JaHUX, CHELIANiCT 3 HAayKH HpO JaHi Ta IHXeHepii, a TAKOK
IHXECHEep XMapHHX JaHHX.

MeTtomosorist OCHi[PKSHHSI BAKOPUCTOBYE METOM HaBYaHHs 0e3 ydHTels, 30KpeMa KiiacTepusaliito 3a Mmeronom K-cepenHix, mis
aHaTi3y pO3MO/IiTy HAaBUYOK Y BakaHcisx. Kiacrepu Bizyasi3ytoThest 3a JOIIOMOrOIO t-pO3MOALIEHOr0 BKITIOUSHHST CTOXaCTHYHHX CYCIiB
(t-SNE), 1110 J1a€ 3MOry 3p03yMiTH B3a€MO3B'SI30K MiX Pi3HUMH HAOOpaMy HABMYOK. JIOCIIIKEHHS TOKA3ye, [0 HA3BU MOCA]] HE 3aBK/IH
OJTHO3HAYHO BH3HAYAIOTH HEOOXITHI HABHYKH, 110 MiAKPECTIOE BAXKIHBICTh (DOKYCYBaHHS YBard Ha KOHKPETHUX HAOOpax HABUYOK, a HE
JIUIIe Ha Ha3Bax mocaj. J{yist momoiaHHs po3puBY MiXK (JaxOBMMH KOMIIETEHTHOCTSIME OCBITHIX MPOrpaM i BUMOTaMH rajiy3i B poOoTi
3aMpPOTIOHOBAHO HOBHH MifIXiJ] 10 MOPIBHSHHS YaCTKUA HABHYOK y KJIacTepax poOOYMX MiCIlb i3 YaCTKO (haxOBUX KOMIIETEHTHOCTEH B
ocBiTHIX mporpamax. Lleii MeTo ] mpoeMOHCTPOBAHO HA MPHKIAAL Maricrepchkoi mporpamu «lHpOpMaIiiliHi CHCTEMH Ta TEXHOIOTID
XepcoHCHKOro JiepykaBHOro yHiBepcuteTy. TecT Kci-KBaapaT 3acTOCOBAHO Ui MMIATBEPIDKSHHsS CTATHCTUYHOI MOAIOHOCTI Mix
CcTpyKTypoto HaBmuok kiacrepy «Data Science & Engineering Specialisty Ta CTpyKTYpOIO KOMIIETEHTHOCTEH OCBITHBOI IIPOrpamu.
OtpuMaHi pe3yNbTaTH MiIKPECTIOTh BaXKIIUBICTD MOCTIHHOI afanTalii npodaiiiny ocBiTHIX mporpam a0 morped raimysi, Mo HOocTiiHO
3MIHIOIOTECS. 3alpOIIOHOBAHHH IiJIXiA HAJa€ 3aKiajaM BHINOI OCBITH OCHOBY, IIO IPYHTYEThCS Ha MAHMX, U1 Y3TODKEHHS TXHIX
mporpaM 3 TOTpe0aMu PUHKY TMpalli, MOKPAaIlyloYd MOXKIIMBOCTI TPAIeBIAIITYBAaHHS BUIYCKHHKIB y Taly3i HAayKH MpO JaHi.
JocnimkeHHS TaKOX TiIKPECIIOE€ HEOOXiTHICTh MIEPCOHAI30BAHNX HABYAIBHUX TPAEKTOPIH, SKI MOYKHA aJ]alTyBaTH J0 1HAWBITyalbHAX
Kap'epHUX LIJICH Ta MPOrajvH y HaBUYKaxX. MaifOyTHI HAPsIMKK JTOCHIPKEHb BKIIIOYAIOTH PO3POOKY CHCTEMH INTYYHOTO iHTEIEKTY IS
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(hopMyBaHHS 1HAMBIMYyaIbHUX OCBITHIX TPAEKTOpi HA OCHOBI HAaBHYOK, HEOOXITHHX UIsI KOHKPETHHX KiIacTepiB poboumx micub. Lle
MOXKE CIPHATH MOJATBIIOMY Y3TOKEHHIO MXK OCBITOIO Ta IMOTpe0aMHu ramysi, 0 A03BOIUTH eEeKTHBHIIIE TOTYBAaTH 3400yBadiB 0
JIMHAMIYHOrO PUHKY Tpalli B Tay3i HAyKH PO JaHi.

Kuro4oBi c10Ba: HaBUYKY CIieNianicTa 3 IaHWX; aHAJI3 PHHKY Tpalli; METOJ HaBYaHHS 0e3 BUMTENs; KIacTepU3allis; OCBITHS
nporpama, (paxoBi KOMIIETEHTHOCTI
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