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ABSTRACT

This work is dedicated to the problem of building GL-models of behavior of non-basic fault-tolerant multiprocessor systems in
the failure flow. Such models can be used to calculate the reliability parameters of the latter. The system, depending on the fulfillment
of certain conditions, is resistant to failures of various multiplicities. These conditions depend only on the states of the system's
processors and can be represented by special Boolean expressions. A method of constructing GL-models of such systems based on
combining expressions of the edge functions of auxiliary basic models is proposed. At the same time, the specific feature of the models
that were built by the proposed method is that they are based on cyclic graphs. This simplifies the process of evaluating their
connectivity and also simplifies the analysis of the model's operation. In addition, this allows using other methods of modifying GL-
models if necessary. The method involves using auxiliary models that have the same number of edges. In order to equalize the number
of edges, auxiliary models can be extended with additional edges with edge functions of a special type. It is shown that this extension
does not change the behavior of the models. In particular, the procedure of orthogonalization of the Boolean expressions is described,
which should be carried out if the conditions can be satisfied simultaneously. It is shown that the expressions of the edge functions of
the obtained GL-models, which can be quite complex, can sometimes be significantly simplified. Numerous experiments have been
conducted to confirm the adequacy of the models (built by the proposed method) to the behavior of the corresponding systems in the
failure flow. The example is given to demonstrate the application of the proposed method. The resulting model is analyzed and shown
to correspond to the behavior of the system for which it was built.
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INTRODUCTION additional reliability requirements may be imposed
on the control systems (CS). Furthermore, the
management of such objects often involves solving
problems with a rather high computational
complexity. The use of fault-tolerant multiprocessor
systems (FTMS) [6, 7], [8, 9], [10, 11], [12] as CS
allows achieving the required level of both reliability
and performance [13, 14].

Sooner or later, developers of fault-tolerant
multiprocessor systems (FTMS) face the task of
estimating its reliability parameters, such as the
probability of failure. For complex and
heterogeneous systems, such as control systems

In the modern world, more and more objects and
systems are becoming automatic and automated. On
the one hand, this allows us to free people from
performing monotonous and non-creative tasks, and
on the other hand, to improve the quality of process
management by reducing the influence of the human
factor. One of the key components of such objects is
their control system (CS) [1, 2].

In certain cases, especially for so-called critical
application systems (CAS) [3, 4], [5], the breakdown
of which can lead to significant consequences,
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There are two main groups of methods for solving it
[16, 19], [20, 21].

The methods of the first group are based on
building of analytical expressions for calculating the
relevant system reliability parameters based on the
corresponding  parameters of its  processor
components [22, 23], [24, 25]. The advantage of such
approaches is the relative simplicity of the
calculation process itself, as well as the ability to
achieve high calculation accuracy. The disadvantage,
is the complexity of building these expressions for
different types of systems: for each of them, a new
calculation method often has to be created [23, 26],
[27,28], [29,30], [31,32], [33,34], [35,36],
[37,38], [39,40], [41,42], [43,44], [45,46],
[47, 48], [49, 50], [51, 52], [53, 54].

The methods of the second group are based on
statistical experiments with models of the behavior of
the fault-tolerant multiprocessor systems (FTMS) in
the failure flow [55, 56]. Their advantage is their
flexibility, while the disadvantage is the need to
conduct a large number of experiments with models.
At the same time, the accuracy of estimating the
system reliability parameters in general depends on
the number of experiments conducted. Therefore,
reducing the complexity of each experiment allows
to achieve greater accuracy of calculations in
practice.

GL-models [56, 57] can be used as models of
behavior of fault-tolerant multiprocessor systems
(FTMS) in the failure flow. A GL-model is an
undirected graph, each edge of which corresponds to
a Boolean edge function. The arguments of the edge
functions are elements of the so-called system state
vector, a Boolean vector that reflects the state of each
of its components (processors) in the failure flow. If
the processor is functional, the corresponding
element of the state vector takes the value equal to 1,
and if it is not functional, it takes the value equal to
0. If the edge function takes a zero value, the
corresponding edge is excluded from the graph. The
connectivity of the model graph for a certain vector
reflects the overall state of the system. For a given
combination of functional and non-functional
processors, a connected graph indicates that the
system remains operational, while the loss of
connectivity in the graph corresponds to a system
breakdown.

There are a few methods for building GL-
models [58, 59], [60,61], which typically can be
used to build models of so-called basic systems.
Systems that are resistant to any failure with a
multiplicity not exceeding a certain threshold but are

not resistant to any failure of greater multiplicity are
called basic systems. Models of such systems are
also called basic models. A basic system, consisting
of n processors and resistant to failure of no more
than m of them, as well as its corresponding model, is
denoted by K(m, n).

Some of the methods can be used to build basic
GL-models that are based on cyclic graphs [58, 59].
The advantage of such models is that the process of
determining the graph's connectivity is greatly
simplified.

It is worth noting that real systems, especially
control systems, are not always basic, or in other
words, they are non-basic. Such systems may be
resistant only to a certain set of failures of a
particular multiplicity, but not to other failures of the
same multiplicity.

The building of non-basic GL-models (i.e.,
models of non-basic systems) can be performed by
modifying basic ones. This modification can occur
by changing the structure of the graph [62], by
modifying the expressions of the edge functions [63],
or by combining both approaches.

FORMULATION OF THE PROBLEM

The application of modification methods of
GL-models that do not change the structure of the
graph [63] to GL-models based on cyclic graphs
[58,59] allows simplifying the procedure of
analyzing the model’s operation in general. This, in
turn, leads to a reduction in the time required to
perform one experiment with the model [64].
However, this problem has not yet been solved in
general case (for an arbitrary non-basic system).

Therefore, the problem of building a GL-model
of an arbitrary non-basic FTMS while preserving the
cyclic structure of the graph is relevant.

MLE-MODELS

Let us take a closer look at one of the types of GL-
models that lose a minimum number of edges on
vectors with increased multiplicity of zeros — the so-
called MLE-models (minimum of lost edges) [59].
Such models can be built for basic K(m, n) systems
with arbitrary values of m and n.

They are based on cyclic graphs and have a few
special properties [59, 65]. For example, the MLE-
model K(m,n) contains exactly ¢(m,n)=n—-m+1
edges and always loses exactly w(m, ) of them on
vectors with | zeros, where

pam D ={,

The building of the expressions of the edge

0O,whenl<m
—m+1,whenl>m

176

Computer systems and cybersecurity

ISSN 2617-4316 (Print)
ISSN 2663-7723 (Online)


http://aait.ccs.od.ua/index.php/journal/theme4

Romankevich V. A., Morozov K. V., Romankevich A. M., Morozova A. V., Zacharioudakis L.

| Applied Aspects of Information Technology
2024; Vol. 7 No.2: 175-188

functions of such a model is done by dividing the input
vector into two parts (usually of equal or nearly equal
size, but in general, such a division can be arbitrary).

Let us denote their sizesas niand nz, N1 + N2 =n.

Then the edge functions of the model will consist
of [59]:

1) The edge functions of the model Ki(m, ni),
constructed for the first part of the vector.

2) The edge functions of the form
f=x.(i,ny) Vko(m —i,n,), where
i=1,2,...m-1, and the expressions (i, n1) and
r2(M—1i, n2) are the conjunctions of the expressions of
all edge functions of the models Ka(i, n1) and Ko(m—
i, N2), respectively, built for the first and second part of
the input vector.

3) The edge functions of the model Kz(m, n2),
built for the second part of the vector.

The abovementioned auxiliary models are built in
a similar way until models of the form K(1,n) or
K(n,n), are reached, the expressions of the edge
functions of which are known. The K(1,n) model
contains exactly n functions of the form fi(X) = xi, where
i=1,2,....n, and xi — are elements of the input system
state vector X, ie., X=<xi,Xz,...,%> The K(n,n)
model, in turn, contains only one edge function of the
form
fX)=x,Vx,V..Vx, If some of the auxiliary
models of the form K(a, b) cannot be obtained in
principle (which happens if a>b), then the
corresponding edge functions, for the synthesis of
which such models are necessary according to the
above algorithm, are not included in the set of edge
functions of the model being built.

RESTRICTIONS

A non-basic fault-tolerant multiprocessor system
differs from a basic one in that it is resistant to only
certain failures of a specific multiplicity, but fails in the
event of other failures of the same multiplicity. In
general, many different configurations of such systems
are possible. However, from a practical point of view,
there are several obvious restrictions. For example, if an
FTMS is resistant to a certain failure, it can be expected
to be resistant to all lower multiplicity failures, that can
be obtained from that failure by replacing some failed
processors with functional ones.

Practically speaking, it is also often the case that a
non-basic FTMS differs from a basic one precisely,
because it remains stable over a certain set of failures of
increased multiplicity. Therefore, it can be said that the
system generally behaves like a basic K(m,n), but
under certain conditions, like a basic K(m +t,n). In a
more general case, there may be more than one such

condition and value of t. In other words, the system can
be considered such that under some conditions Ci
behaves like the basic K(mi, n), where i =1, 2, ..., k. At
the same time, it is expected that abovementioned
conditions depend only on the states of specific
processors of the system, and therefore can be
expressed in form of some Boolean expressions ci(X),
where X is the system state vector. This expression
takes the value of 1 for those system state vectors in
which the corresponding condition Ci is satisfied and 0
otherwise. This is the case that will be discussed in this
article.

EXTENSION OF MLE-MODELS

As mentioned above, MLE-models can be built for
any K(m, n) system. One of the advantages of such
models is that they are all based on cyclic graphs. The
number of edges in such a graph is ¢(m,n) =n—m+ 1.

The system under consideration, depending on the
fulfillment of conditions, can behave as a basic model
with different values of the degree of fault tolerance
(value of m). For each of these cases, a different MLE-
model can be built. In this case, their graphs will
obviously differ in the number of edges.

To further build a model of the system as a whole,
it will be necessary to obtain models with the same
number of edges. Fortunately, this can be done in many
different methods.

One of the simplest methods is to add extra edges
to the model with trivial edge functions of the form
f=1. Since the remaining edge functions will remain
the same as in the original model, the resulting model
will lose exactly w(m, I) edges on vectors with | zeros,
just like the original model. Moreover, since the graph
of the model will remain cyclic, it will lose its
connectivity exactly at the same time as the graph of the
original model, that is, in the case of the loss of any two
or more edges.

Therefore, all models can be reduced to the same
number of edges by simply adding edges with functions
of the formf=1.

THE COMBINED MODEL

Suppose there is a set of conditions C1, Cy, ..., Ck,
each of which corresponds to the behavior in the failure
flow of the non-basic FTMS to basic
Ki(my, n), Ka(mz, n), ..., Kk(mk, n) systems, respectively.
At the same time, exactly one condition is always
satisfied.

Let us assume that for each of the basic systems
Ka(my, n), K2(mz, n), ..., K(mk, n), GL-models are built
in some way, where each of them is based on a cyclic
graph. In addition, the graphs of all models contain the
same number of edges, denoted as L. The edge
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functions of these models are denoted as fji, where
i=1,2,...kandj=1,2,..., L
We will build a GL-model based on a cyclic graph
with L edges, with the following edge functions:
k

1,00 = \/ aofico,
i=1
where j=1, 2, ..., L. We will demonstrate that such a
model indeed corresponds to the behavior in the failure
stream of the previously described system.

Let us consider the situation (corresponding to
vector X), when some condition C is satisfied, that is,
cn(X) = 1. Given that exactly one condition is satisfied
atatime, we get ci(X) =0 forall i #h.

Thus, the edge functions of the model will take the
form

£iCO = £ 0.

It is easily seen that in this case, the model will
completely coincide with the h-th model, which
corresponds to the system Kn(mn, n). Therefore, for each
of the conditions Ci the model will indeed correspond to
the system Ki(mi, n), as required.

ORTHOGONALIZATION OF THE
CONDITIONS

In the previous section, it was assumed that
exactly one of the conditions C1, C, ..., Ck must always
be satisfied. However, in practice, the conditions can be
formulated in way that some of them will be satisfied
simultaneously on certain vectors. For example, when
describing a system, it can be stated that it is m-fault-
tolerant, and when a certain condition is met, it
becomes (m +1)-fault-tolerant. In other words,
considering that an (m + t)-fault-tolerant system is also
resistant to all failures of multiplicity no higher than m,
those to which an m-fault-tolerant system is resistant, it
is reasonable to assume that in the case of simultaneous
satisfaction of multiple conditions, the system behaves
as one with the highest degree of fault tolerance (of
those for which the conditions are met).

The application of the proposed approach in case
when multiple conditions are met simultaneously on
certain system state vectors can lead to undesirable side
effects, that lead to a loss of adequacy of the model to
the system behavior. For example, let the
conditions Cr,, Cr,, ..., Cr, be satisfied on a certain
vector.

Then, the edge functions of the model obtained by
the proposed method will be as follows:

T T. T
fi=ftVEvav it

Therefore, in general, the model will differ from
the basic model by the expressions of its edge functions.
The possibility of side effects will depend on the
method and parameters of building auxiliary models, as
well as the numbering order of their edge functions. For
instance, it is possible that vectors with an increased
multiplicity of zeros will be blocked (i.e., the model
will indicate the system’s working state on them).

In order to be able to use the proposed method of
building GL-models for non-basic FTMS, even if the
conditions are not mutually exclusive, it is enough to
first perform a  specialized procedure  for
orthogonalizing the expressions of these conditions.
After that, exactly one condition will be satisfied for
each input vector, and the proposed method can be
applied. Let us consider this procedure in more detail.

Suppose that a non-basic FTMS, under conditions
Cy, Cy, ..., Cx is fault-tolerant of multiplicity no higher
than ma, m, ..., mk respectively. In this case, at least
one of the above conditions is always satisfied, but
some of them can be satisfied simultaneously. Also, we
will assume that mi<mz<...<mk (we can always
renumber them so that is satisfied).

Let us form conditions S, S, ..., Sk so that the
condition Si is satisfied if and only if the condition Ci is
also satisfied, but none of the conditions with a higher
index are satisfied.

Boolean expressions that correspond to such
conditions can be built as

k

s =amn [\ 500,
j=i+1
fori=1,2,...,k—1,and s, (X) = ¢, (X).

In other words, if condition Si is satisfied for a
certain vector, then i is the largest index among the
conditions Ci, Co, ..., Ck, that are satisfied for this
vector. It is easy to see that with this construction,
exactly one of the conditions Sy, S, ..., Sk will always
be satisfied (considering that at least one of the
conditions C1, Cy, ..., Ckis always satisfied).

The proposed replacement is correct, since, as
mentioned earlier, the model K(ma, n) is resistant to all
failures, including all failures to which the model
K(mo, n), is also resistant if ma < mn.

ALGORITHM FOR BUILDING A MODEL OF
A NON-BASIC SYSTEM

Now we can formulate the algorithm for building a
GL-model of a non-basic system. Let us recall that we
consider a non-basic FTMS, which, under the
conditions Ci, C, ..., Ck is resistant to failures of
multiplicity not higher than ma, ma, ..., mk respectively.
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Moreover, the conditions C1, C, ..., Ck depend only on
the states in the failure flow of the processors of the
system (all or some of them). In addition, at least one of
these conditions always satisfied. The building of the
GL-model of such a system will consists of the
following steps.

Step 1. Building logical expressions of
conditions. For each of the conditions Ci we build the
corresponding Boolean expressions ci(X), which depend
on the values of the elements of the state vector of the
system X.

Step 2. Rearrangement. If for the values
my, My, ..., Mk, the condition me<mz2<... <mk is not
satisfied, then we rearrange them so as to satisfy it. In
other words, we find a set of indices
T = (ty, ty, ..., ty) € S, for which
my, <mg, <-- <mg,, Where S, — is the set of all
possible permutations of numbers 1, 2, ..., k.

Step 3. Orthogonalization of logical expressions
of conditions. If some conditions can be satisfied
simultaneously, we build orthogonalized logical
expressions s, (X) = ¢, () ANfLi1, 6, (X),  for
i=1,2,..,k=1,and s, (X) = ¢, (X).

Step 4. Building of MLE-models. We build basic
MLE-models Ki(mi,n) for i=1,2,,....k. Their
functions will be denoted as f]‘l where
ji=1,2,..., p(mi n), where p(mi, n) =n—mi+ 1.

Step 5. Extension of MLE-models. We
supplement all obtained MLE-models to the same
number of edge functions by adding trivial functions of
the form f=1. Considering that the value of m, _ is the
smallest, the model K, (m, ,n) will have the largest
number of edges, namely
L=¢(my,n)=n—m, +1. Therefore, it is
sufficient to supplement all models except the ti-th,
model with additional m; —m,, edge functions f]i =
1, where ji=ep(mi,n)+1,e(m,n)+2,...,L. As a
result, all models will contain exactly L edge functions,
denoted as fj", where i =1,2, ...,k is the model (and
condition) number, and j=1,2,...,L is function
number.

Step 6. Building expressions of edge function of
the model. We build the expressions of the edge
functions of the model according to the formula

k
1,00 = \/ siofico,
i=1
where j=1, 2, ..., Lis function number.

Therefore, the result is a GL-model that is based
on a cyclic graph with L edges and edge functions with
expressions fi(X), where j =1, 2, ..., L.

Sometimes, they obtained expressions of edge
functions can be further simplified. Moreover, the edge
functions in each of the models can be rearranged in
any order, allowing them to be arranged, so that such
simplification is more effective.

EXAMPLE

As an example, let us build a GL-model for a
system that contains 9 processors and is resistant to the
failure of any 3 of them if the 1st and 2nd, or 5th
processors are operational, and also resistant to the
failure of any 4 of them if the 4th, 5th, and 7th
processors are simultaneously functional, and in all
other cases the system is 2-fault tolerant. To do this,
follow the steps described in the previous section. As
you can see, based on the problem, we have, k=3,
m=3,m=4m=2,
Step 1. Let us build logical expressions for the
conditions. Condition C: is satisfied when 1st and 2nd,
or 5th processors are operational, and it corresponds to
the expression c¢; (X) = x;x,Vxs. Condition Cz is
satisfied when 4th, 5th, and 7th processors are
operational, and it corresponds to the expression
¢, (X) = x4x5x,. Condition Cs is always satisfied, so
its expression is simply ¢; (X) = 1.
Step 2. Since the condition mi<mz2<ms is not
satisfied, we need to rearrange these values. The correct
relation is ms <mi <mz, so the desired set of indices is
T=<3,1,2>
Step 3. Conditions Ci, C2 and Cs can occur
simultaneously, so we can perform orthogonalization.
Accordingly, we have:
s3(X) = cs(X)E (X)) (X) = 1 A (x1x,Vxs) A
A (X3Xs5X7) = ((x1x2)f5)(f4 VXsVX;)=
= (X1 VX)X5(X4 VX5V X7) =
= Xs5(%; V X3);

51(X) = 1 (X) G (X) = (x1x,Vixs) (X XsX7) =
= (x1%2Vxs) (X4 V X5 V X7) =
= X1X,X5 V X5(%4 V X7);

$2(X) = ¢ (X) = x4x5%7.

Step 4. Let us build the MLE-models Ku(3,9),
K2(4, 9) and Ks(2, 9).

The Kai(3,9) model has the following 7 edge
functions (Fig. 1a):
fir =x1VxzVxs;
fi = (X1 Vx) (X162 V X3) V X4X5;
fa = X123V X4 V X;
far = (1 V) (x5 V x3) (X123 V X4X5) A

A Xy V X5) V XgX7XgX0;
fo = X1XX3%X4%5 V

V (x6 V x7)(X6X7 V XgX9) (Xg V Xo);
fo = X6V X7V XgXo;

ISSN 2617-4316 (Print)
ISSN 2663-7723 (Online)

Computer systems and cybersecurity

179


http://aait.ccs.od.ua/index.php/journal/theme4

Romankevich V. A., Morozov K. V., Romankevich A. M., Morozova A. V., Zacharioudakis L.

| Applied Aspects of Information Technology
2024; Vol. 7 No.2: 175-188

f7 = x6x7 V Xg V Xo.
The Kz(4,9) model contains 6 edge functions
(Fig. 1b):
f1z = X1 VX2V X3V XyXs;
f7 = (x1Vx2) (1%, V X3) VX4 V X5;
f£ =@ VaVaz)A
A ((x1 V x5) (%1%, Vx3) V x4x5) A
A(X1X323V X4 V X5) V XgX7XgXo;
fE = (X1 Vx) (1%, V X3) (X1 X3 V X4X5) A
, A(xqV x5) V (X6 V x7)(X6X7 V XgX9) (X5 V Xo);
£ = x1Xx3X4X5 V
\ (x6 \ X7 \ xSX9)(x6X7 \% Xg \% XQ);
f62=x6Vx7Vx8Vx9. )
In turn, the Ks(2, 9) model includes exactly 8 edge
functions (Fig. 1c):
f1z = X1V Xp;
fz = x1%, V x3;
3 = X1XpX3 V X4 Xs;
f = X4V Xs;
5 = X1XX3X4Xs5 V XX7XgXo;
6 = X6V X7;
7 = XeX7 V XgXo;
f83 = x8 \ X().
Step 5. Let us supplement the models to have the
same number of edges. To do this, we will add one
additional edge function fg = 1 to model Ku(3, 9), and

two additional edge functions £ =1 and fZ =1 to
model Kz(4, 9). Now all the models contain exactly 8
edges (Fig. 2).

Step 6. Using the expressions of the edge
functions of the models fj" and the expressions of the
conditions si we will build the edge functions of the
GL-model of the system under consideration. This
model will be based on a cyclic graph with 8 edges and
the following edge functions:
fi=sifit Vsoff Vssfi =

= (xlxzfs V x5(X, V 327))(3(1 Vx,Vx3)V
V X4 x5X7 (X1 VX VX3V X4X5)V
VX5 (% V X2) (X1 V x2);
fo=s1fa Vsaff Vssfy =
= (120,55 V x5 (X4 V %7) ) (21 V x5) (212 V x3)
Y
V X4X5) V X4X5X7 A
A ((x1 V x5) (X1, VX3) VsV xs) \%;
Vx5 (%, V X2) (X1, V X3);
fs =s1f3 Vsaff Vssfs =
= (12255 V x5(%4 V %7) ) (X122%3 V X4 V X5) V
Vx4 X5%7 (21 V X2 V x3) (61 V x2) (%2 V X3) V
V X4X5) (X1 X2X3 V X4 V X5) V XgX7XgXg) V
V X5 (% V X2) (X1 %2X3 V X4X5);

Fig. 1. Auxiliary MLE-models: a — K1(3, 9); b — K2(4, 9); ¢ — Ks(2, 9)

Source: compiled by the authors

Fig. 2. Auxiliary MLE-models after extension step: a — Ki(3, 9); b — Kz(4, 9); c — Ks(2, 9)
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Source: compiled by the authors

fa=sifi Vs fi Vsafd =
= (x1x2f5 Vx5 (X V 927))((x1 Vxy) A
A (125 V x3) (X123 V X4%5) (X4 V X5) V
V X6X7XgXq) V X4 X5x7((%1 V x2) (X1%2 V X3) A
A(X125%3V x4%5) (04 V X5) V (X V X7) A
A (xgx7 V XgXo) (xg V Xg)) V X5 (X1 V X2) A
A (x4 V X5);
fo=s1fs VsofS Vssfs =
= (x1x2f5 V xs(X, V 327))(x1x2x3x4x5 v
V (X6 V x7) (x6x7 V XgX9) (X5 V X)) V
V X4 X5%7(X1X2X3%4%5 V (X6 V X7 V XgXg) A
A(Xgx7V xgV X))V X5(Xq V Xz) A
A (X1X2X3X4X5 V XgX7XgXg);
fo=s1fe Vsofé Vssfe =
= (xlxzfs V xs (X, V 927))(3(6 VX7V XgXg) V
Vx4x5X7(Xg V X7V Xg V Xg) V
VXs5(%; V X2) (X6 V Xx7);
fr =siff Vsoff Vssfy =
= (xlxzfs V xs(X, V 927))(x6x7 VixgVxg)V
V x4x5%7 V X5(%; V %3) (x6X7 V XgXo);
fo =sifsg VSofg Vssfs =
= (x1x2i5 V xs5(X, V 927)) V X4 XsX7 V
VXs(%; V Xz)(xg V xo).
The model is presented in the Fig. 3.

fi=s1ff Vs ff vsafi
o ——@

/ _sleIVSZfZZ Vssfy
1 2 3
fa =5s1fg Vs2fg Vsafs

_ o sl 2 3
fr =517 Vsaf7 Vsafi fa = s1fd VSofd Vsafs

\fs\_ sifé Vv safEVsafe

fs = s1fs Vsa2fd Vssfd

— e fly e £2y e £3
= S1fa VS2f V safy

Fig. 3. Non-basic GL-model built with the

as well as for the next 71 vectors with 3 zeros:

111111000,
110111100,
111101010,
011111010,
101110110,
110011110,
010111110,
111011001,
111100101,
011110101,
101011101,
001111101,
101110011,
110011011,
010111011,
110010111,

111110100,
101111100,
111011010,
111100110,
011110110,
101011110,
001111110,
110111001,
111010101,
111001101,
011011101,
111100011,
011110011
101011011
001111011
101010111,

111101100,
011111100,
110111010,
111010110,
111001110,
011011110,
111110001,
101111001,
110110101,
110101101,
100111101,
111010011,
111001011,
011011011,
111000111,
011010111,

111011100,
111110010,
101111010,
110110110,
110101110,
100111110,
111101001,
011111001,
101110101,
110011101,
010111101,
110110011,
110101011,
100111011,
110100111,
100110111,

010110111, 001110111,
010011111, 001011111,
the following 15 vectors with 4 zeros:
101110100, 011110100, 100111100,
001111100, 100110110, 010110110,
000111110, 100110101, 010110101,
000111101, 000110111.

Note that the above set of vectors with 3 zeros
include all possible vectors of length 9 with 3 zeros, in
which the 1st and 2nd elements have a value equal to 1
(which corresponds to situations where the 1st and 2nd
processors are operational), namely the following
C3_, = 35 vectors: 111111000, 111110100,
111101100, 111011100, 110111100, 111110010,
111101010, 111011010, 110111010, 111100110,
111010110, 110110110, 111001110, 110101110,
110011110, 111110001, 111101001, 111011001,
110111001, 111100101, 111010101, 110110101,
111001101, 110101101, 110011101, 111100011,
111010011, 110110011, 111001011, 110101011,
110011011, 111000111, 110100111, 110010111,
110001111; as well as all possible vectors of length 9
with 3 zeros, in which the 5th element has a value of 1
(which corresponds to the functionality of the 5th
processor), namely the following C3_, = 56 vectors:

110001111, 100011111,
000111111; and also on
110110100,
010111100,
001110110,
001110101,

proposed method 111111000, 111110100, 111011100, 110111100,

Source: compiled by the authors 101111100, 011111100, 111110010, 111011010,

Note that the obtained expressions of the edge ﬂOﬂlﬂO ioﬂilﬂo Oﬁﬁlﬁo ﬁlOﬂﬂO

function can be simplified. For example, the expression 1 020 12 1 18’ 02 10 12 1 18’ (1)0 oL 12 1 18’ 0 182 T 18’

of the function f1 after simplification will be as follows: : : : :

001111110, 111110001, 111011001, 110111001,

fi = %1V x5V x5(X3V x4X7). 101111001, 011111001, 111010101, 110110101,

According to the experimental results, it has been 101110101, 011110101, 110011101, 101011101,

established that such a model shows an operational state 011011101, 100111101, 010111101, 001111101,

of the system for all vectors with no more than 2 zeros, 111010011, 110110011, 101110011, 011110011,
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110011011, 101011011, 011011011, 100111011,
010111011, 001111011, 110010111, 101010111,
011010111, 100110111, 010110111, 001110111,
100011111, 010011111, 001011111, 000111111

These vectors correspond exactly to situations when the
1st and 2nd or the 5th processors are operational at the
same time, making the system 3-failure tolerant
according to the condition. It can be seen that among
these vectors, there are those that are contained in both
sets. These are the vectors in which both the 1st, 2nd
and the 5th elements have a value of 1 (i.e., both parts
of the condition are simultaneously satisfied: both the
1st and 2nd processors, and the 5th processor are

functional), namely the following
C3 ,_, =20 vectors: 111111000, 111110100,
111011100, 110111100, 111110010, 111011010,
110111010, 111010110, 110110110, 110011110,
111110001, 111011001, 110111001, 111010101,
110110101, 110011101, 111010011, 110110011,
110011011, 110010111. Therefore, the total number

of wvectors with 3 zeros, on which the model
demonstrates the system’s operable state is indeed
35+56—20="71.

It should be noted that this set would also include
those vectors for which the condition is met, that the
system is resistant to failures of a higher-order. For this
system, such a condition is the functionality of the 4th,
5th, and 7th processors simultaneously, under which the
system is 4-fault tolerant. This condition is met by all
possible vectors of length of 9 with 3 zeros, in which
the 4th, 5th, and 7th elements have a value of 1, namely

the following C3_; =20 vectors: 111110100,
110111100, 101111100, 011111100, 110110110,
101110110, 011110110, 100111110, 010111110,
001111110, 110110101, 101110101, 011110101,
100111101, 010111101, 001111101, 100110111,
010110111, 001110111, 000111111.

However, obviously, all of these vectors are
included in the previously mentioned set of vectors with
the 5th element equal to 1.

As for the set of vectors with 4 zeros, there are
indeed all the vectors of length 9 with 4 zeros, in
which the 4th, 5th, and 7th elements have the value
1, which corresponds to the condition where the
system is 4-fault-tolerant, namely, the simultaneous
operability of the 4th, 5th, and 7th processors. The
number of such vectors is indeed Cg_5 = 15.

So, as we can see, the built GL-model adequately
reflects the behavior in the failure flow of the
considered system for which it was built.

CONCLUSIONS

This article solves the problem of building GL-
models of behavior in the failure flow of non-basic
fault-tolerant multiprocessor systems. These include,
in particular, fault-tolerant aircraft control systems,
which sometimes involve hundreds of processors.
Depending on certain conditions, such a system is
assumed to be resistant to failures of various
multiplicity. These conditions always depend only
on the states of the system's processors.

The proposed method of building GL-models is
reduced to combining the expressions of edge
functions of special auxiliary basic models and
logical expressions correspond to the
aforementioned conditions. The resulting GL-
models are based on cyclic graphs, which simplifies
the analysis of model during experimentation. In
addition, this allows for the additional use of other
methods of model modification, if necessary.

Since the auxiliary models can have a different
number of edges in a graph, they can be
supplemented with additional edges to equalize the
number of the latter. It has been shown that the
addition of such edges with edge functions of a
special form does not change the behavior of the
model.

To apply the proposed method, exactly one of
the conditions that define each of the fault-tolerance
levels of the system must always be met. If this is
not the case, then an additional procedure of
orthogonalization of the condition expressions can
be performed to make them so.

Numerous experiments have been conducted, to
confirm the adequacy of the models to the behavior
of the respective systems in the failure flow (the
experiments involved comparing the behavior of the
models with the expected behavior in the failure
flow of the systems for which they were built, using
either the sets of all possible system state vectors or
their random subsets). An example is given to
demonstrate the application of the proposed method.
It is shown that the obtained GL-model fully
corresponds to the behavior of the system for which
it was built.

Further work can be devoted to the study of the
possibilities of further modification of the obtained
models when analyzing the occurrence of dangerous
states during the operation of the FTMS.
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AHOTAIIA

PoGora mnpucesueHa npobnemi mnoOynoBu GL-mogneneil mOBemiHKM B TOTOLI BiAMOB HE0a30BHX BIIMOBOCTIMKHX
OararompouecopHux cucteM. Taki MOei MOKYTh BUKOPUCTOBYBATHCS JJIS1 pO3paxyHKy IMapaMeTpiB HaAiifHOCTI octaHHIX. CucTeMa
B 3QJIG)KHOCTI BiJl BUKOHAHHS IIEBHUX YMOB € CTIHKOIO 10 BiIMOB pi3HOT kKpaTHOCTI. 111 yMOBH 3aJie)aTh JIMIIE BiJl CTaHIB MIPOILIECOPIB
CHCTEMH Ta MOXKYTh OYTH MpECTaBJICH CIiemiaJbHUMH OYyJIeBUMH BHUpa3aMu. 3alponoHOBaHO cnocid moOynosu GL-Moxeneit Takux
CHCTeM, SIKUi 0a3yeThcsl HA KOMOIHYBaHHI BUpa3iB pebepHuX (QyHKLIM TonoMiKHEX 6a30BUX Moxeneil. [Ipu mpomy, ocoOinmBicTIO
NnoOyI0BaHKX 3alPOIIOHOBAHUM CIIOCOOOM MOJIeNel € Te, 0 BOHM 0a3yIOThCs Ha IMKITIYHUX rpadax. Lle cnporrye nporec omiHkH X
3B’A3HOCTI, @ TAKOX CHPOIIye aHali3 pobotn Moxerni. KpiM Toro, me n03Bojsi€ 32 HEOOXITHOCTI TOAATKOBO BUKOPHCTOBYBATH iHIII1
Metoau Monudikaiii GL-moneneit. Crnocib mependavyae BUKOPUCTAHHS JOMOMDKHHX MOJENCH, IO MAalTh OJHAKOBY KIJIBKICTh
pebep. 3 MeToro BUPIBHIOBAHHS KUTBKOCTI pedep JTOTMOMDKHI MOAEN MOKYTh OyTH JONOBHEHI OZATKOBUMH pedpami i3 pedepHIMHI
(yHKIIIME crieniabHOTO BHUTIIAY. [loka3aHo, IO Take IOMOBHEHHsS HE 3MIHIOE TMOBENIHKH Mojeneid. OKpiM TOTO, OMHCaHO
NpoLeaypy OPTOroHaji3alii BUpa3iB yMOB, III0 Ma€ MPOBOJMUTHCS, SIKIO0 YMOBH MOXXYTh BUKOHYBATHCS ofHO4YacHO. [loka3aHo, 110
Bupasu pebepHnx ¢(yHkmiii orpumannx GL-mopeneif, KOTpi MOXyTb OyTH JOCHTh CKJIAQJHUMH, iHOII MOXHA CyTTEBO CIIPOCTHUTH.
[IpoBeseHi YMCICHHI EKCIEPUMEHTH, IO IMATBEP/DKYIOTh aJCKBATHICTh Mojeineil (moOymoBaHHMX 3alpONOHOBAaHUM CIIOCOOOM)
MOBEIHIi BiAMOBIAHUX CHCTEM B TOTOI BiAMOB. HaBeneHo mpuKiIaz, MO AEMOHCTPY€E 3aCTOCYBaHHS 3alpOINOHOBAHOTO CIIOCO0Y.
IIpoBeneno aHaii3 oTprEMaHOT MOJIEN Ta TIOKA3aHO, IO BOHA BIATIOBIA€ OBEAIHI[I CUCTEMHU, IS SIKOI 11 OyJi0 MO0y J0BaHO.

Kniouosi crosa: BimMOBOCTIlKI 6araTonporecopHi cucTeMu; otinka Hajiitnocti; GL-mozeni; cucremu k-3-n
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