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ABSTRACT

Deep Learning (DL) has recently gained a lot of interest, as nowadays, many practical applications rely on it. Typically,
these applications are implemented with the help of special deep learning libraries, which inner implementations are hard to
understand. We developed such a library in a lightweight way with a focus on teaching. Our library DP (differentiable
programming) has the following properties which fit particular requirements for education: small code base, simple concepts, and
stable Application Programming Interface (API). Its core use case is to teach how deep learning libraries work in principle. The
library is divided into two layers. The low-level part allows programmatically building a computational graph based on
elementary operations. In machine learning, the computational graph is typically the cost function including a machine learning
model, e.g. a neural network. Built-in reverse mode automatic differentiation on the computational graph allows the training of
machine learning models. This is done by optimization algorithms, such as stochastic gradient descent. These algorithms use the
derivatives to minimize the cost by adapting the parameters of the model. In the case of neural networks, the parameters are the
neuron weights. The higher-level part of the library eases the implementation of neural networks by providing larger building
blocks, such as neuron layers and helper functions, e.g., implementation of the optimization algorithms (optimizers) for training
neural networks. Accompanied to the library, we provide exercises to learn the underlying principles of deep learning libraries
and fundamentals of neural networks. An additional benefit of the library is that the exercises and corresponding programming

assignments based on it do not need to be permanently refactored because of its stable API.
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INTRODUCTION

Modern deep learning libraries ease the
implementation of neural networks for applications
and research. In the last few years, different types of
such libraries were developed by academic groups
and commercial companies. Examples are Theano
[1], TensorFlow or PyTorch Recently, the term
“differentiable programming” emerged (see e.g.,
which expresses that e.g. (Deep) Neural Networks
can be implemented by such libraries by composing
building blocks provided by the library. The term
differentiable programming also reflects the fact that
a much wider spectrum of models is possible by
using additional (differentiable) structures (e.g.
memory, stacks, queues) [12Error! Reference
source not found.] as building blocks and control
flow statements.

With the DP library, we provide a minimalistic
version of such a library for teaching purposes. The
library is designed light-weighted, focusing on the
principles of differentiable programming: How to
build a computational graph and how automatic
differentiation can be implemented.

© Herta, Christian, Strohmenger, Klaus, Fischer, Oliver,
Oktay, Diyar, 2019

We also developed a high-level neural network API
which allows for more convenient implementation
of neural network models by providing predefined
functional blocks, typically used in neural networks.
The library is accompanied by many Jupyter
[25] notebooks, a de facto standard in data science
research and education [27], to demonstrate and
teach the underlying principles of a deep learning
library. We also provide many exercises that allow
students to deepen their understanding. The
exercises also include concepts of modern neural
networks, e.g., activation functions, layer
initialization, versions of stochastic gradient descent,
dropout, and batch normalization (see e.g. [5]).

TYPES OF DEEP LEARNING LIBRARIES

Different deep learning libraries follow
different concepts, and they distinguish further from
each other in various aspects. In some libraries, the
neural networks must be defined by configuration
(e.g. Caffe [4]). Other libraries provide APIs for
programming languages, e.g. for Python or R. Some
of the APIs resemble languages that are embedded
in a host language. Typically, with these domain-
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specific languages, the computational graphs are
defined symbolically. In the next step, the
computational graphs (and the corresponding graphs
for the derivatives) are translated into code for
another programming language, typically C++ or
CUDA. Subsequently, the program is compiled and
can Dbe executed. Sometimes the term static
computation graph is used here which reflects the
fact that the graph is defined once declaratively and
cannot be changed dynamically.

Contrary to this symbolic approach is the
imperative approach. Here, the computation graph is
built up implicitly by executing the program line by
line. The forward computation is done directly, and
the computation of the derivatives can be done at the
end, e.g., by recursion. With each execution of the
program, control structures in the program can
change the structure of the computation graph. In
this case the term dynamic computation graph is
used.

Another aspect is the granularity of the
computational operations in a deep learning library.
With some libraries, the computational graph can be
constructed with elementary tensor operations, e.g.
matrix multiplication. In other libraries, the
operations may correspond to whole layers of a
neural network.

Our library DP is a finely granular, imperative
deep learning library for Python, based on NumPy
[15]. The focus of the library lies in teaching the
principles of a deep learning library and the
implementation of neural network models and
algorithms. Therefore, we designed the library as
simple as possible, and we restrict the tensor order to
two, i.e. matrices. So, the code base of DP is
significantly smaller and easier to understand as of
libraries with much more functionality like
autograd [9].

Another problem is that most common deep
learning libraries are still subject to frequent changes
in their API, which is a big drawback when used for
exercises. We are developing exercises for advanced
deep learning, e.g., Bayesian neural networks [9] or
variational autoencoders. For educational reasons
(didactic reduction), we provide all boilerplate code
so that the students can focus on the learning
objective.  The  boilerplate  code includes
implementation against a deep learning library. If
then a new version of the used library is released and
its usage changes, exercises have to be adjusted
accordingly to  work correctly.  Typically,
universities do not have the personal resources to
keep the teaching materials and exercises
permanently up-to-date. The minimalistic approach
of our library and the strict focus on teaching allows

us to keep its API stable and therefore eliminates the
need for permanent maintenance of the exercises.

OVERVIEW ON THE PRINCIPLES

In deep learning libraries, a machine learning
model is built up as a computational graph. A
computational graph is a directed graph. The
structure of the graph encodes the order of the
computation steps. At each inner node, an
elementary computation is executed. The inner
nodes of the graph are elementary mathematical
operations  (including elementary  functions).
Examples of elementary operators are +, - or dot-
product and elementary functions are e.g., exp,
tanh or ReLU. A computational graph corresponds
to a mathematical expression. The input nodes are
the parameters of the model or data values. In
machine learning, the output nodes of the graph
usually correspond to the prediction values or cost
values. Typically, the computational graph is built
up in a computer program which allows different
programming techniques such as looping, branching,
and recursion.

Computational graphs enable automatic
differentiation. For each computational node the
derivative of the operation must be known. Local
derivative computations are combined by the chain
rule of calculus to get a numerical value for the
derivatives of the whole computational graph for
given input values. In deep learning libraries this is
typically implemented as reverse-mode automatic
differentiation. ~ With  reverse-mode automatic
differentiation, all partial derivatives of the output
w.r.t. to all inputs can be calculated efficiently. This
feature is very important for machine learning. In the
training process of a machine learning model, all
partial derivatives of the cost function w.r.t. all
parameters of the model must be computed. In
neural networks, these parameters are the neuron
weights.

The computational graph for the training of a
model corresponds to the cost function which should
be minimized in the training procedure [7]. The cost
loss(0) is a function of the parameters 6 of the
model. During the optimization, the parameters are
adapted to minimize the cost value. This
optimization is typically realized by variants of
stochastic gradient descent (SGD) [10]. In each step
of SGD all partial derivatives of the cost w.r.t. the
parameters must be computed.

Before the appearance of deep learning
libraries, a symbolic expression for the partial
derivatives for new models was done by the
researcher in a pen-and-paper solution. For an
example see e.g. [13]. This manual procedure is
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error-prone, time consuming and nearly impossible
for large complex models.

By building up the model in a deep learning
library the build-in feature reverse automatic
differentiation  deliberates the researcher or
developer from this work.

THEORETICAL BACKGROUND OF
AUTOMATIC DIFFERENTIATION
In the following we describe the theoretical
background of reverse mode  automatic
differentiation in a semi-formal way. For a more
rigorous formal explanation, see e.g. [15].

Notation

In the theoretical description, we use the
following mathematical notation. Lower-case Latin
letters, e.g. a, denote scalars or vectors. Upper-case
Latin letters, e.g. A, denote matrices or more struc-
tured objects like graphs. Python variables
corresponding to a mathematical object are denoted
as lower-case letter in a sans-serif fond, e.g. a,
independent of the type.

From the context, it should be clear which
objects are referenced by the corresponding letters.

Definition of a computational graph

A computational graph G is a directed acyclic
graph. A directed acyclic graph is a set of nodes V
(with a node n® in V) and a set of edges E, i.e. pairs
of nodes (n9,n)) € E. irespectively jis the index
of the node. Further we assume that the
computational graph G is topologically ordered, i.e.
for each edge (n@,n?) holds i < j.

We define the leaves of the graph as the nodes
with no incoming edges. Each node n® has a
corresponding variable v®. The dimensionality of
variable v® is d. Leaf nodes correspond directly
to inputs for the computation and the value of the
variable v® is directly the input value. Non-leaf
nodes n”) have a corresponding operator o). The
operator 0 takes as input the variables v® of all
nodes with an outgoing edge to the node n”). For
the concatenation of all variables v® with an edge
to n) we write w@. The concatenation is done in
topological order.

For a consistent definition we can define the
operator for leaf nodes as the identity which takes as
input the (external) input to the (leaf) node.

In summary, a computational graph is a
directed acyclic graph where each node has an
internal structure. The nodes n® consists of a
variable v® and an operator 0®. The input to the
operator is determined by the edge structure of the
graph.

Forward propagation algorithm

The forward propagation algorithm computes
the values of all non-leaf nodes. The values of the
leaf nodes are the input to the algorithm. In
topological order all non-leaf nodes n) are
computed by the corresponding operator 0 and the
variables of the nodes n® which have an edge to the
node n”_ Note that the variable values of all n‘® are
already known. Either because they are leaf nodes or
they have a lower order index and are already
computed by the algorithm.

Reverse mode automatic differentiation

Reverse-mode automatic differentiation is a
two-step procedure. In the first step, the variable
values of each inner node of the computational
graph are computed by the forward algorithm. The
computed values of all variables are stored in an
appropriate data structure.

The second step is based on the chain rule of
calculus. Here we assume that we have only one
node with no outgoing edges. This node has the
highest order index m. We call the node the output
node. In machine learning, the value of the node is
typically the cost value and the computational graph
computes the cost function. The cost value is a
scalar, i.e. the dimensionality of the output variable
v isadm =1,

In general, the node variables in the
computational graph can be tensors of any order.
However, for compact indexing we assume that they
are flattened to vectors for this theoretical analysis.
So, there is only one index for each variable and the
variables of the nodes are d dimensional vectors.

We are interested in partial derivatives of the
output node variable v with respect to the leaf
av,(cm)
v

On the right side of the equation each summand
is a dot-product of Jacobians j is the index of all
nodes which have an edge to node n™), i.e.
(D, n™) € E.

The Jacobian which corresponds to an edge in
the computational graph (here from n® to n(™) is
called a local Jacobian (matrix).

For each variable with index the chain rule can
be applied again:

vPh vD1 [op®
[av(i)] - [av(")] ‘ [av(")]'
k
kis the index of all nodes which have an edge to
node n®,, i.e. (n®,n) € E,

node variables v®, i.e.
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Note, that for different nodes j the sum is over
different nodes with indices k depending on the
graph structure. Repeated application of the chain
rule by respecting the graph structure shows that we
can compose a global Jacobian from local Jacobians.
It can be shown [15] that the dot products of all local
Jacobians on all paths from the leaf node n®® to the
output node n'™ must be summed up to get the
global Jacobian.

As already stated, we want to compute (nearly)
all global Jacobians, i.e. all global Jacobians w.r.t.
(nearly) all leaf variables v(. The principle idea for
an efficient computation is to reuse the partial

results[ ]for all non-leaf variables v®. Note

dv®

that [ 5 (p)] is again the sum of the dot products of

all local Jacobians on all paths from the node @ to
the node n™. So, regrouping of the nested sums is
equivalent to send backward signals. A backward
signal at a current node is the sum of dot products of
the local Jacobians of all paths from the current node
to the output node. To compute the backward signal

of a new node v(@ it is sufficient to sum up all dot
] of all

nearby upstream nodes v® with the local Jacobians

aw®|.
[ay(q)]'
av<m> av<m>
ay(q)] [av(p)
pis the index of all nodes with an edge from

node (@ to n®, i.e. (n@,n®) € E.
The algorithm starts at the output node n(™.

. avm
products of the backward signals [a o)

av(p)
ay(q) !

apm

- (m)] =1, ie an

The initial backward signal is [

identity matrix with dimension d™ x d™_ Then,
the backward signals at the nodes which have an
edge to v™ are computed as described above. This
procedure is repeated until all wanted global
Jacobians are computed.

In the context of neural networks, reverse mode
automatic  differentiation is also called
backpropagation.

Implementation

For the implementation in a computer program
we chose as programming language Python, because
(scientificy Python is the most common
programming language for machine learning. Our
library is based mainly on the tensor library NumPy.

Basic (low-level) part

With the basic low-level part of the library the
user can build the computational graph (implicitly)
imperatively. On such a computational graph the
global Jacobians of the output node can be computed
efficiently by reverse mode automatic differentiation
with the help of the library.

The low-level part consists mainly of the Node
class. Each instantiation of the Node class
corresponds to the creation a node for the
computational graph. To keep the implementation
small and clear, the node variables are restricted to
tensors of order 2 and the output node variable v
must be a scalar, i.e. 4™ = 1. In machine learning,
the value of the output node is typically the cost
value. So, that is not a severe restriction.

Fig. 1. Example of a computational graph.
The leaf nodes are A and B. The output node is
the rightmost node (sum over all elements). We
denote in topological order, the non-leaf variables
C (element-wise product), D (exponentiation) and
E (sum of all elements)
Source: compiled by the author
In the following, we show how the
computational graph of figurelcan be build up in the
DP-library. Leaf nodes can be instantiated directly
by calling the constructor of the Node class, e.g. by

a

a Node(np.array([[1,1,1], [2,2,2]]), "A™)

Node(np.array([[1,2,3]]), "B™)

Here, two leaf nodes a (with name A) and b
(with name B) are generated. Both nodes have got
an explicit name given by the optional second
argument of the constructor. For all nodes with
names the Jacobians (also called gradients) are
computed by reverse mode automatic differentiation,
see below.

The first node is a, i.e. ¥ = A and the second

v@ = B. The node variable A is 2x3 matrix.
However, note that the node variables described in
the theoretical part are formulated as vectors and
that the Jacobian indices refer to such vector indices.

As an example, for the correspondence to the matrix

A note that the element A, is equivalent to v, (1), nd
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the total number of elements of the variable v(¥ is
d™W = 6. For the flattened / vector version of A we
write a.

Non-leaf nodes are generated by methods (or
overwritten python operators) of the Node class. The
methods correspond to the mathematical operator,
e.g., the element-wise multiplication in figure 1 can
be done with the API by

c=a*hb.

Here, a Node instance of a non-leaf node is
generated by the binary operator “clement-wise
multiplication” and the instance is assigned to the
Python variable ¢ (mathematical notation: C).

Note, that the shape of A (2x3 matrix) and
B(1x3 matrix) respectively b (vector of dimension

3) are different. The DP-library supports
broadcasting [20] for such element-wise operations.
As  result of  broadcasted  element-wise

multiplication, c has the same shape as a.
The completion of the computational graph of

Fig. 1 is done by the following code,
d =c.expQ)
e = d.sum() # output e is a scalar.

For the variable d each element of c is
exponentiated. For the variable e all elements of the
variable d are summed up to a scalar. e is the output
variable of the computational graph.

By reverse mode automatic differentiation, the
Jacobians of the node e w.r.t. node a and b can be
computed. This is done by the method grad(.) with
argument 1 on the output node,

grads = e.grad Q.

The return value is a Python dictionary with an
entry for each leaf-variable with a name, here

{'A": array([[2.7, 14.78, 60.26],
[7.39, 109.20, 1210.2911),
'B': array([[ 17.50, 116.59, 826.94]1])}.

Exemplarily, we describe the implementation of the
element-wise multiplication operation. The internal
implementation is given by the following code:

def __mul__(self, other):
if isinstance(other, numbers.Number) or
isinstance(other, np.ndarray):
other = Node(other)
ret = Node(self.value *

def grad(g):
g_total_self = g *
g_total_other = g *

other.value)

other.value
self.value

X = Node._set_grad(self, g_total_self,
other, g_total_other)
return x

ret.grad = grad
return ret.

The method generates and returns a new node
ret for the element wise multiplication operator.
The node instance ret has no name. The inner
function definition grad implements how the
backpropagated signal g is combined with the local
Jacobians for both operands, i.e. in our
computational graph a and b. How this
implementation is related to the theory (see above) is
not obvious. In the implementation, there is no
(explicit) dot-product of Jacobians. In the following
this relation is explained for the variable a. We
assume in the analysis, that the variable b was
internally broadcasted, so that a and b resp. v(* and
v® have the same dimension dV = d® = 6:

Here, the output node is e, ie and the
backpropagated signal is at the node ¢ [a”(m)] = [a_e]
ov® dc

(given to the inner function grad as argument g. To
get the global Jacobian w.r.t. the node a the dot

product with the local gradient [%] must be
calculated and combined with the backpropagated

signal:
[ae] _ [ae] [ac]
dal — lacl loal
or explicitly (with Jacobian) indices:

2] =% 2] =
6a1j_ kaclk aakj'

Note, that the first index of [%] resp. [% kis
1j 1

always a 1 because of the scalar output of the
computational graph. The local Jacobian for the
element-wise multiplication is

[ac] =6 b
0da kj_ kj =i

Jy is the Kronecker-Delta, i.e. 5x; = 0
fork # jand§,; = 1fork = j. So, we have

[ae] _Z[ae 5 b_[ae b
aalj_k aClk kj 55— aC]_JJ

Therefore, the combination of the Jacobians by
the dot-product is here equivalent to an element-wise
multiplication of the Jacobians. The dimension of
the Jacobians (indexed by 1) need not to be
considered in the shape of the Jacobian variables in
the implementation.

Neural network library (high-level) part

Additionally, to the low-level part, the library
includes different building blocks and helper
functions which ease the implementation of neural
networks.
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For teaching purposes, we restrict the provided

building blocks to simple fully connected layers (see
Fig. 2). With these layers fully connected feed-
forward networks can be implemented.
A hidden or output layer consists of an affine
transformation given by a weight matrix W® and a
bias vector b and a (non-linear) activation
function act( ). Typical activation functions for
hidden layers are, e.g. element-wise ReLU or tanh.
For classification tasks, the activation function of the
output (last) layer is typically the logistic (two
classes only) or the softmax function.

A layer can be described mathematically by

R+ — act(W(D RO 4 b(l)).

Here, the superscript is the layer index. The
input to the network is therefore AV = x.
For training of a neural network, a set of training
examples must be provided,

D{Train}
= ((x®,y D), (x@,y@), ., (x®, y ™)},

Each pair (x®,y®) is a training example with
an input x® and a label (target value) y®. The
superscript is the index of the example. n is the total
number of training examples.

On the training data set, the learning
corresponds to minimizing a cost function. Here, we
neglect for simplification generalization [7] which is
very important in practice. The cost (and the
prediction) is computed typically on (mini) batches.
The inputs of many examples are concatenated in a
design matrix X, i.e. each row of the matrix
corresponds to an input vector x . Each layer of the
neural network outputs a matrix H with a hidden
representation h for each example as row vectors of
the matrix.

HUD = act(w® - HO 4 p W),

The neural network layer building blocks are
internally composed from Node class objects. In
Fig. 2 such a building-block, internally structured by
Node objects, is shown.

Fig. 2. One neural network layer represented as
computational graph with activation function,
here ReLU. Note, that such a layer is only a part

of the full computational graph
Source: compiled by the author

Layer

5 (0]

Neural Network

Layer 1 H Layer 2 }—P

Fig. 3. A complete neural network composed of
multiple layers. Each layer is internally composed

of Nodes objects as shown in Fig. 2
Source: compiled by the author

A complete feed forward network is composed
of stacked layers, see Fig. 3.

For training, the computational graph of the
neural network is augmented with a cost function
and an additional node for the provided labels Y of
the mini batch. An example of a building block for
the cross-entropy cost is show in Fig. 4.

In the next few sections we show how each layer is
implemented with our library.

The input layer consists only of input data, also
called features, and is represented as a leaf node x in
the computational graph. In Python, the input data
are typically given as NumPy arrays, so we just need
to convert this input array into a node object to
enable backpropagation. With the DP-Library the
conversation is done via

input = Node(X) # X is a NumPy 2d-array.

Note, that the optional name argument is
omitted as the Jacobian w.r.t. X is not needed for the
optimization. After converting the data into a Node
object, we can use all operators and functions
implemented in the Node class, including automatic
differentiation.

For the hidden layers, our library contains a
class called NeuralNode, which initializes a weight
matrix W® and a bias vector b(. Both are leaf-
nodes (see Fig. 2) with unique names given to the
Node constructor. Since the most common used
activation function is ReLU we implemented also a
ReLU layer besides a pure linear layer. The pure
linear layer can be used together with any activation
functions specified by the user with the Node class,
e.g. leakyRelLU, tanh, logistic etc.

Stacking many of these layers results in a fully
connected neural network, see Fig. 3. We call the
output of the last layer 0. O is automatically
produced by sending the input X forward through
the network (forward propagation).

The training of the neural network is done by
minimization of the cost. The cost is a function of
the parameters 8 of the neural network. The
parameters 6 are the weight matrices and bias
vectors:
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o ={wW, p® w@ p@,  wm pm)
m is the number of layers in the network.
The cost function is implemented as part of the
computational graph. Therefore, is consists of
structured Node objects, see Fig. 4.

o

Fig. 4. Calculation of the loss value 1 using a cost
function, here cross entropy represented as
computational graph. The labels ¥ must be

provided in one-hot encoding. O is the output of
the neural network (last Node object of the

last layer)
Source: compiled by the author

Cost

The final output from the cost (sub-)graph will
be a scalar L. So, the gradient of the cost (loss) with
respect to all model parameters 8 can be calculated
by the DP-library. This gradient is then used to train
the network via an update rule, to tune the network
parameters to lower the loss I. The full calculation
pipeline of [ is shown in Fig. 5.

Fig. 5. Neural network with corresponding cost
function. The X input is mapped to the output via
the neural network (see Fig. 3). The output of the

neural network and the labels Y are mapped to

the cost value via cost block
Source: compiled by the author

To ease the implementation of a neural
network, we provide a mode1 class. The user has to
derive from the mModel class a concrete model. The
layers must be defined as instance variables.
Additionally, the user has to define a loss method
and a forward pass method.

The following code shows an example of a
neural network for MNIST classification:

class Network(Model):
def __init__(self):
super(Net, self).__init_QO

self.hl = self.ReLu_Layer(784,500,"h1™)
self.h2 = self.ReLu_Layer(500,200,"h2")
self.h3 = self

.Linear_Layer(200,10,"h3™)

def loss(self, x, y):
if not type(y) == Node:
y = Node(y)
out = self.forward(x)
Toss = -1 * (y * out.log())
return loss.sum()

def forward(self, x):
if not type(x) == Node:
X = Node(x)
out= self.h3(self.h2(self.h1(x)))
.softmax()
return out

In the constructor code two ReLU layers and a
linear layer are defined as instance variables. The
linear layer is later complemented with a softmax
activation function, since this network deals with
multiclass classification (10 disjunct classes).

The constructor signature of a
instantiation is:

layer

def ReLu_Layer(number_of_inputs,
number_of_outputs, name_of_Tlayer").

The forward pass to generate the output O is
defined in def forward(self, x) simply by
stacking all defined layers plus an additional
softmax() as explained above.

The loss function which outputs [ is defined in
def loss(self, x, y) where self.forward(x)
is used to calculate the network output 0. Y
represents our target values, here fixed class labels
(one hot encoded) for classification. Notice, that
each time we start a calculation it is checked
whether the input is a Node object or not, and if not,
the data is converted into one.

After that, the user-defined network can be
instantiated by calling the constructor:

net = Network().

For training, we also provide different
optimizers which inherit from the basic (abstract)
optimizer class. The optimizer updates the model
parameter according to special update rules. The
optimizer we provide are SGD, SGD Momentum,
RMSProp and Adam [22]. An instance of an
optimizer can be initialized, e.g. by

optimizer = SGD(net,x_train,y_train).

The first parameter, net, is the network (see
above). x_train and y_train are the training data,
equivalent to X and Y. Training can be started with

Toss = optimizer.train(steps=1000,
print_each=100),
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Steps is the number of total training loops to adjust
the model parameters. print_each is the number of
steps after which we want to receive a feedback
about the current training error, basically the loss
value, which should decrease if training succeeds.
Per default the train function will return the final
loss value which we saved into Toss in our example
above. For a more detailed analysis of the training it
is also possible to call

loss, loss_hist, para_hist = optimizer
.train(steps=1000, print_each=100,
err_hist=True).

With the parameter err_hist=True a complete
history of the loss value the model parameters will
be returned. These can be used for further analytics,
e.g. to visualize the training process.

After the network is trained, it is quite common
to test how well the network learned its task by
testing its prediction using a set x_test. Using the
network prediction from the forward pass

y_pred = net.forward(x_test),

the test accuracy of the network can be calculated.
For classification for example this means how many
labels the network predicted correctly.

For a deeper understanding on neural networks
and optimizers or for special purposes it is possible
to implement the training process from scratch. The
Model class provides the functions get_grad(),
get_param() and set_param(). These are also
used internally called by the optimizer class. A
manually implemented training loop, using basic
gradient descent, could look like the following

net= Network()

for epoch in range(100):
# compute the Toss and gradients
grad, loss = net.get_grad(x,y)

# get the current parameters
param_current = net.get_param()

# calc new parameters, actual learning
param_new = { name : param_current[name]
- 0.001 * grad[name]
for name in param_current.keys()}
# set new parameters
net.set_param(param_new).

Accompanying exercises

To make the entry into the topic of
differentiable programming as easy as possible, the
DP library is part of a differentiable programming
course and can be found, together with
accompanying exercises, on the deep-teaching
website [18] or directly at the GitLab repository
[18]. The exercises are divided into three groups.

The first group of exercises teaches the
principles of reverse mode automatic differentiation.
It is explained how the DP library itself is
implemented, i.e. how to implement the operator
methods for instantiation of a computational graph,
consisting of scalars, matrices, elementary operators
(+, -, dot-product) and functions (tanh, exp, etc.)
and how to implement automatic differentiation.
Finally, everything is combined in an object-oriented
architecture forming the DP library and therefore
enabling easy use of the low level and high-level
functionalities mentioned.

The second group of exercises is about using
the DP library to build neural networks, train them
and using them for inference. At the same time each
of these exercises is about best practices and
findings of neural network research of the last
couple of years, including batch-norm [21], dropout
[22], optimizers (improvements of SGD, e.g. Adam
[22]), weight-initialization methods (e.g. Xavier
[24]) and activation functions.

The last-mentioned exercise, at which we will
have a look at for illustration purposes, teaches
about different activation functions and the so-called
vanishing gradient problem.

We consider a simple deep neural network, i.e.
one that consists of many layers, e.g. 10 linear
layers. The output of the first linear layer is
computed with H® = actW(WHHD 4+ pW),
with H® =X the input, W® the first weight
matrix, b(® the corresponding bias vector and
act™® the activation function. The output of the
second linear layer then is computed with H® =
act@(WPH®P +b@) and so on, until the last
layer 0 = act®O(WwaDF1 4 pb10) " Training
the network, we first calculate the loss [, i.e. the
difference of the output of our last layer O (our
predictions) and the true labels Y. This is a binary
classification tasks, i.e. there are two possible labels
(0 and 1). The output O for an example input x is
the predicted probability for the positive class, i.e.
pe(y = 1]|x). For such problems the binary cross-
entropy as cost function is typically used:

loss(08) = —(Y log(0)+(1-=Y)log(1— 0)).

Second, we adjust the weight matrices for all
layers i by the update rule of gradient descent:
W OVEW @O _ 0loss(0)

aw oLD®
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dloss(0)
ow @

Using the chain rule to calculate for

example, we get:

OH®@
Taw @

80  9H@0) 9H©)

dloss(8) _ dloss(6)
aH10) g gg®G T

awi T g0

For binary classification, the typical activation
function act® of the output layer is the logistic

function o(z) = 1+eip_z which has the range ]0,1].

However, a problem arises, if the logistic function is
further used as activation function act® to act®
in intermediate layers, because the absolute value of

its derivative is at most i which in turn leads to the

dloss(6)
aw@®
smaller the more layers the network has in between,

. 1 L
e Jim (1) = 0.

The derivative of the tanh or the ReLU
function on the other hand is defined in the range of
10,1], resp. 0,1.

The task of this sample exercise consists of (a)
building the neural network model for the
computational graph using the DP library, (b) train
and validate the network with different activation
functions while (c) visualizing the vanishing

gradient problem by plotting the sum of the absolute
dloss(0)
aw®

partial derivative becoming smaller and

values of the partial derivates

of each layer I € {1,2,...,10}.

The third group of exercises is on using more
common, but also more complex deep learning
libraries, like PyTorch and TensorFlow. This kind of
exercises is not directly related to our DP library, but
still should be mentioned here because they are the
last step of our educational path for students on
differentiable programming, that is: (1) Learn the
principles of differentiable programming and how to
build a framework for it at the example of our
lightweight DP library, (2) learn how to use this
library to build models, train them, validate them

for all weights

and use them for inference and (3) make a transition
to using well-known but more complex frameworks.

After that, the students should then have a good
starting point for understanding the inner
implementation and  software-architecture  of
libraries, like PyTorch and TensorFlow.

CONCLUSION

The use of machine learning, especially of
artificial neural networks, in practical applications
has increased tremendously over the last years and
most likely will keep increasing in the near and far
future. Yet already today research and industry
suffer from a lack of specialists in this field.
Unfortunately, becoming an Al specialist has a very
flat learning curve and requires knowledge in the
fields of mathematics, computer science, statistics
and ideally in the domain, which you want to
provide with Al driven applications.

With our library for educational purpose,
teaching the fundamentals of differentiable
programming can be improved significantly by
opening the black box of deep learning libraries.

With less than 1.000 lines of code, including
about 400 lines of comments, in contrast to 3.5
million lines for TensorFlow [28], the goal of a
lightweight, clear and easy understandable library
was achieved. Following the concept of didactic
reduction [29], its use and architecture have a lot in
common with TensorFlow and PyTorch, but with a
focus on the core principles of differentiable
programming.

Lastly the stable APl does not force teachers to
re-adjust their exercises and educational material
over and over again to keep them up-to-date.
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AHOTANIA

Texnonorii rimmbokoro HaBuanus (Deep Learning —DL) BUKIMKAIOTh BENUKHN iHTEpEC, TaK K B JAHUH 4ac HA HbOMY
0a3yeThCsl BENMKa KiIbKICTh NMPUKIAIHUX MONATKIB. SIK mpaBmio, Iii HmporpaMu peaji3yloThcsi 3a JOIMOMOTOI0 CIeIiadbHIX
0i0yioTeK TIMOOKOrO HAaBYAHHS, BHYTPILIHIO peali3aliio SKHX BaXXKO 3po3yMiTH. Mu po3poOwim Taky Oi0NioTeky B
TMOJIET IIEHOMY BUTJISIII 3 YIIOPOM Ha BUKJIAJIAHHS BiIIOBIMHUX AucuuIUIiH. Hara 0i0nioTexka Mae HACTYIHI XapaKTePUCTHKH, SIKi
Bi/IIIOBiJal0Th IEBHUM BHMOTaM 3 ypaxyBaHHSM CIieli(iKi HABYAIBHOTO IPOIIECY: HeBEJIHKa KomoBa 0a3a, mpocTi KOHIeMii i
cTabinpHuil iHTepdeiic npuknagnoro nporpamysanHs (API). OcHoBHe mnpu3HaueHHs OiOTiOTEKH - JOIMOMOra y BOJIOiHHI
MPUHLUIAMHA poOOTH 3 OibmiorekamMu riuubokoro HaB4aHHs. biGmioreka posninena Ha aBa mapu. Hu3bkopiBHeBa 4acTHHA
JO3BOJISIE TPOrPaMHO MOOYAyBaTH OOUYMCIIOBAIBHUI Tpadik Ha OCHOBI €lEeMEHTapHHUX Oneparii. Y MallMHHOMY HaBYaHHI
obuucoBaNbHUN rpadik 3a3BHuail € QyHKUi€r0 BapToOCTi, IO BKIOYAE B ceOc MOJAENb MAIIMHHOTO HABYAHHS, HANPHUKIAL,
HEeHpoHHY Mepexy. BOymoBaHuil 3BOpPOTHHMH DPEKHUM aBTOMATHYHOrO u(epeHIifoBaHHS Ha OOUYHMCIIOBAIBHOMY Trpadiky
JIO3BOJISIE HABYATH MOJIENI MAIIMHHOTrO HaBuaHHs. Lle poOuThCs 3a TOMOMOrol0 ajropuTMIB ONTHMI3ALIT, TAKUX SIK CTOXaCTHYHUI
rpagienTHU# cryck. Lli anropuTMH BHKOPUCTOBYIOTH MOXiaHI, m00 MiHIMi3yBaTH BapTiCTh LUISXOM aJanTaiii mapameTpiB
Mozenm. Y pa3i HEHPOHHHX MEpeX MapaMeTpH € BaraMu HeHpOHHHMX Mepex. YacThHa O6i0MiOoTeKd BHUILOrO PiBHS IMOJETIIYE
peadizaiiro HeHPOHHUX MEPEK, HAJalouu OLIbIIL OyaiBeNbHI OJIOKH, TakKi K HEHPOHHI IIapH 1 JOMOMDKHI (YHKILT, HAIPUKIIAL,
peaiizamiro alropuTMiB onTuMizamii (ONTUMI3aTOPiB) Ui HaBYaHHS HEHpOHHHMX Mepex. Takoxk mo 6i0ioTeKH MU IT0AaEMO
BIIPABH Ul BUBYCHHSI OCHOBHUX MPHHIUIIB POOOTH Gi0NiOTEKH INTMOOKOro HaB4YaHHs i OCHOB HEHPOHHUX Mepex. J[01aTKOBOO
nepeBaror0 0i0ioTekM € Te, MIO BOpPAaBM 1 BIANOBIAHI MporpaMHi 3aBHaHHS Ha I OCHOBI He MOTPEOYIOTH IMOCTIHHOrO
pedakropinry yepe3 ii crabinsroro APL

Kuouosi ciioBa: qudepeHiiiioBaie nporpaMmyBaHHs; IMOOKe HABUYAHHS; HABYAHHS, aBTOMATHYHE AU(EPEHIIIFOBAHHSI

DOI: https://doi.org/10.15276/aait.04.2019.3

YJK 004.4
DP: OBJIE'MEHHASI BUBJIMOTEKA /151 OBYYEHUSA TUPPEPEHIIUPYEMOMY
IMTPOTPAMMMNPOBAHHUIO
Kpucrnan Xepcra?
ORCID: https://orcid.org/0000-0003-2519-6794, christian.herta@htw-berlin.de
Kuayc IlITomenrep?
ORCID: https://orcid.org/0000-0002-4534-1306, klaus.stronmenger@htw-berlin.de
OsuBep @uurep?
ORCID: https://orcid.org/ 0000-0002-1871-9350, oliver.fischer@htw-berlin.de
ISSN 2617-4316 (Print) Systems analysis, applied information 293

ISSN 2663-7723 (Online) systems and technologies



Applied Aspects of Information Technology 2019; Vol.2 No.4: 283-294

JMusap Oxraii
ORCID: https://orcid.org/0000-0003-1483-5837, diyar.oktay99@gmail.com
DHTW Bepnun — YHUBEpCUTET IIPUKIAAHBIX HAYK, Buibreasmenxodurrp, 75a. Bepiun, 12459, I'epmanus

AHHOTALIUS

Texuonoruu I'my6okoro o6ydenust (Deep Learning — DL) BbI3bIBatOT GOJIBIIOI HHTEpEC, TAK KaK B HACTOSIIEE BpeMsl Ha
HeM 0a3HupyIOTCsS MHOTHE NPaKTHIEeCKHe MpuiIokeHns. Kak mpaBuio, STH MPUIOKEHUS PEali3yIOTCS C TIOMOIIBIO CIIEIIAATBHBIX
OubnmroTexk riyOoKoro oOy4eHWs, BHYTPEHHIOIO peajH3allii0 KOTOPBIX TPYAHO IOHATE. Mpbl pa3pabotamu OubmmoTexy
riy0okoro oOyueHHs B OOJErYeHHOM BHMAE C YINOpOM Ha mpenoxaBaHue. Hama Oubimuoreka — mMeeT cleyromiue
XapaKTepHCTUKH, KOTOPBIE COOTBETCTBYIOT OIPE/IEIEHHBIM TPEOOBAHMAM € ydeToM crienuduky yueOHOro npouecca: HeOombIuas
KozoBast 0a3a, MPOCThIe KOHIENINHI M CTaOMIbHBIN HHTepdetic mpuknaaHoro nporpammupoBanus (APIl). OcHoBHOe Ha3HaueHHe
9TOi OMOIMOTEKH - 00ydyeHHe NpHHIUNAM Iriryookoro oOyueHus. bubianoreka paszeneHa Ha npa cios. HuskoypoBHeBast 4acTh
M03BOJISIET MPOrPaMMHO ITOCTPOHTEH BBIYMCIUTENBHBIA IpaduK Ha OCHOBE 3JIEMEHTApHBIX Orepanui. B mMammaHOM 00ydeHuH
BEIYMCIUTENBHEIA TpaguK OOBIMHO SBISETCS (YHKIMEH CTOMMOCTH, BKIIIOYAIOIIeH B ceOsi MOAENb MaIlMHHOTO OOY4YeHWUS,
HarpuMep, HEHPOHHYIO CeTh. BCTpoeHHBII 0OpaTHBIM pekuM aBTOMAaTHYEeCKOro uddepeHnnpoBanus Ha BBIYUCIATEITEHOM
rpaduke Mo3BossieT 00y4aTh MOAENH MAIIMHHOTO 00y4eHHUs. DTO eIaeTcs C IOMOIIBI0 alrOPUTMOB ONTUMU3AIMH, TAKHX KaK
CTOXACTHYECKUH TPaMeHTHBIN CITYCK. DTH alrOpPUTMBI HCIIOIB3YIOT NPOM3BOHEIE, YTOOBI MHHUMHU3UPOBATh CTOMMOCTE ITyTEM
aJanTalyy apaMeTpoB Mojend. B ciydae HEHpOHHBIX ceTel mapameTps! SBISIOTCS HEHPOHHBIME BecaMH. YacTh OMOIHOTEKH
Goriee BBICOKOTO ypOBHs 00JI€r4aeT pealnn3aliio HEHPOHHBIX ceTell, npeaocTaBiisis 6oee KPyHHbIe CTPOUTEIIbHbIE OJIOKH, TaKue
KaK HEHPOHHBIE CJIOM M BCIIOMOTaTeNbHbIe (YHKINH, HapUMep, PeaTn3aliio alrOPUTMOB ONTUMHU3AINH (ONITHMH3aTOPOB) IS
00ydJeHHUs] HEHPOHHBIX ceTei. B nomonHeHne k OHOIMOTeKe MBI TIPEIOCTABIISIEM YIPAXKHEHUS ISl H3y9eHNsT OCHOBOITOIAT AIOIINX
MIPUHIMUIIOB pabOTHl OMONMOTEKHM TITyOOKOro OOYYeHHS W OCHOB HEHpPOHHBIX ceTed. J[OMONHWTEIBHBIM IPEHMYIIECTBOM
OMONMOTEKH SIBIIETCS TO, YTO YHNPaKHEHHS M COOTBETCTBYIONIME IPOrpaMMHBIC 33/IaHHSl Ha €€ OCHOBE HE HYXIAIOTCS B
MOCTOSTHHOM pe(haKTOpHHTe H3-3a ee cradmipHOoro API.
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