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ABSTRACT 

 
The rapid development of deep learning attracts more attention to the analysis of person's face images. Deep learning methods 

of facial age estimation are more effective compared to methods based on anthropometric models, models of active appearance, 

texture models, subspace of aging patterns. However, deep learning networks require more computing power to process images. Pre-
trained models do not need a large training set and their training time is less. However, the parameters obtained as a result of transfer 
learning of the pre-training network significantly affect its efficiency. It is also necessary to take into account the properties of the 
processed images, in particular, the conditions under which they were obtained. Recently, the facial age estimation is implemented in 
applications in devices with limited resources of computing, for example, in smartphones. The memory size and power consumption 
of such applications are limited by the computing power of mobile devices. In addition, when photographing a person's face with a 
smartphone camera, it is very difficult to ensure the uniform lighting. The aim of the research is reducing the error of facial age 
estimation from uneven illuminated images by applying an early stopping of transfer learning of the Xception network. The proposed 
technique of transfer learning includes an early stopping of training, if the improvement of the results is not observed within a certain 

number of epochs. Then the network weights from the epoch with the lowest validation loss are saved. As a result of the proposed 
technique applying, the average absolute error of age estimation was about five years from unevenly illuminated test images. A 
number of parameters of the used in this case Xception network is less than that of other deep learning neural networks which solved 
the age estimation problem. Then applying of the Xception network reduces the resource consumption of devices with limited 
computing power. Prospects for further research are reducing the unevenness of facial image lighting to decrease the error of age 
estimation. Also, to reduce the computing resources, it is promising to use fast transforms in the Xception convolutional layers. 

Keywords: Facial age estimation; Xception; parameter tuning; early stopping; uneven illuminated images; transfer learning 
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INTRODUCTION 

Content access control, targeted marketing, 
soft-biometrics systems, and other numerous 

applications with human-computer interaction 

employ age estimation (AE) [1, 2]. AE helps to 
confirm a person’s age before granting them access 

to age-restricted content or services. At last time, 

more and more transactions occur online.  Then in 
such industries as gaming, e-commerce, and 

alcohol/tobacco sales, AE has become increasingly 

important. Businesses that fail to estimate the age of 

their customers properly risk damaging their 
reputation because of violating age-restriction 

laws [3]. 
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Businesses can gain insights into the 

preferences and behaviors of different age groups; 

hence AE can help businesses to understand their 

customer base better.   

Collected age-related data can be used to 

improve marketing efforts and ultimately increase 

revenue having a higher return on marketing 

investment [3]. 

Facial biometric analysis is used to estimate 

person’s age without requiring the user to provide an 

identity document (ID). AE without asking for ID 

facilitates access to goods or services for consumers 

who do not wish to provide their ID, perhaps for 

privacy or ethical reasons. Facial biometric analysis 

also allows estimating the age of the user, if he does 

not have an ID [4]. 

This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/deed.uk) 
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In addition, age plays an important role in 

social interaction. Very often, when addressing 

elders, a different vocabulary is used compared to 

youth [5].  

Age can be determined by the appearance of a 

person's face. However, compared to other facial 

attributes, such as race and gender, AE is influenced 

by underlying human factors such as living 

conditions and genetics. This uncertainty makes age-

related face image analysis (including AE, age 

synthesis, and age-invariant face recognition) still an 

unsolved problem. In particular, AE consists in 

determining a specific age based on facial images. 

Age synthesis is related to the rendering of facial 

images with the effect of natural aging or 

rejuvenation. Age-invariant face recognition 

involves correct recognition of the person's face 

regardless of his age [6].  

The paper is devoted to the problem of facial 

AE. The main characteristics of the methods for 

solving this problem are AE error and the number of 

parameters affecting the resource consumption [7]. It 

is also necessary to take into account the properties 

of the processed images, in particular, the conditions 

under which they were obtained. Recently, the facial 

AE is implemented in applications in devices with a 

limited source of computing, for example, in 

smartphones. The memory size and power 

consumption of such applications are limited by the 

computing power of mobile devices. In addition, 

when photographing a person's face with a 

smartphone camera, it is very difficult to ensure the 

uniform lighting. There is a need to tune the existing 

methods of facial AE taking into account these 

limitations.  

1. АNALYSIS OF RECENT RESEARCH AND 

PUBLICATIONS 

The literature review shows that handcrafted 

models and models based on deep learning are used 

for facial AE [1]. 

At the first approach, the researcher, based of 

his own experience, extracts aging features of facial 

images. This process involves the use of special 

filters, such as the Gabor filter or the Sobel filter, as 

well as histograms of oriented gradients, separatly or 

in combination [7]. Filters are tuned to extract 

features such as wrinkles, head shape, textures and 

contours that indicate a person's age. Methods using 

handcrafted features require less computing power 

than deep learning methods because they are not as 

complex. However, one of the disadvantages of 

these methods is usually significant error of AE [1]. 

The handcrafted models include anthropometric 

and texture models, active appearance models, 

subspace of aging models (AGES) [1]. 
Anthropometric models are based on increasing 

of the radius of the circle of the person's face over 

time [1]. They are used to quantitatively measure the 
size of bones, muscles and the general structure of 

the human body. These measurements create a 

geometric representation of the human body and can 
be useful for distinguishing between different age 

groups and sexes [1]. 

In contrast to anthropometric models, which 

use the distance between points on the face, texture 
models depend on the properties of face image 

textures [7, 8]. In these models, different operators 

are applied to analyze image textures, such as local 
binary patterns or biologically inspired features of 

skin regions, which can display spots, lines or 

contours indicating the presence of wrinkles.  

Active appearance models are statistical models 
that combine anthropometric and texture facial 

features. Dimensionality reduction methods, such as 

principal component analysis, process extracted 
features of texture and shape. However, reducing the 

dimensionality of the feature space may lead to 

ignoring the some features of aging, such as 
wrinkles [9]. 

A subspace of aging models (AGES) was 

elaborated based on a set of face images taken at 

ages 2, 4, and 8 and sorted by increasing age. This 
approach helps to fill in missing age data by research 

the formation of a sequence of facial images of the 

same person as they age. However, AGES does not 
process effectively such aging features as wrinkles, 

so it is combined with texture models [1, 7]. 

Deep learning models automatically extract 
aging features from facial images. This usually 

allows achieving a lower AE error compared to the 

handcrafted models. However, deep learning models 

include a large number of parameters and require 
more computing power and time [1, 7]. 

Deep learning models can be elaborated from 

scratch, then the researcher determines the 
architecture and hyperparameters of the network, 

that is, parameters that do not tune while training 

[10]. After that it is necessary to evaluate network 

parameters by training. Therefore, design a model 
from scratch can be a computationally expensive and 

time-consuming process.   

Pre-trained networks are an alternative to 
networks built from scratch and an effective way to 

reduce time and resources (Table 1) [11, 12]. To 

determine a person's age from a face image, 
networks are often pre-trained to classify images 
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from the ImageNet dataset. When selecting such 

pre-trained convolutional neural network (CNN), the 

top-1 and top-5 classification accuracy are used [11]. 
It is assumed that for image classification using deep 

learning the prediction results with probability are 

obtained. Then accuracy is the number of samples 
that are correct predicted divided by the number of 

all samples. Top-1 accuracy measures the proportion 

of samples for which the predicted label matches the 
single target label. Top-5 accuracy considers a 

classification as correct if any of the five most 

probable predictions matches the target label [13]. In 

the last column of the Table 1, the values from 
work [12] are indicated in parentheses. 

 

Table 1. Comparison of the characteristics of 

various previously trained models 

 

Network 

name 
Num-

ber of 

layers 

Number 

of para-

meters, 

millions 

Size, 

Mb 
Top-1 

accu-

racy 

VGG-16 16 138 515 0.706 

(0.715) 

VGG-19 19 144 535 0.707 

ResNet-152 152 58.5 209 0.786 
(0.870) 

ResNet-50 50 25.6 98 0.749 

Xception 71 22.9 85 0.790 

(0.790) 

GoogleNet 22 7 27 0.665 

MobileNetv

2 
23 3.5 13 0.713 

Inception 

v3 
48 23.9 104 0.779 

(0.782) 

Source: compiled by the [11, 12] 
 

Thus, a review of the literature shows that 

handcrafted methods tend to be less computationally 
expensive but less accurate in AE since aging 

features are extracted manually. The elaboration of 

such methods requires a high researcher 

qualification and more time. In addition, handcrafted 
methods are usually built for devices with limited 

computing resources [1]. 

On the other hand, methods based on deep 
learning provide more accurately AE since features 

are extracted as the CNN is training. However, deep 

learning requires more computing power for image 

processing. CNNs built from scratch allow the 

researcher to design the network architecture, but 

they require more time to train. Pre-trained CNN 
significantly reduces the time of the network 

learning and a training set size [1].  

The selection of a pre-trained network 
determines the effectiveness of facial AE. Thus,  in 

[7] the pre-trained VGG-16 network has a lower AE 

error compared to other pre-trained networks. 
However, the VGG-16 network requires tuning of 

significant number of parameters, which makes it 

difficult to use in mobile devices. High-quality 

image recognition with a fewer number of 
parameters compared to VGG-16 is achieved by the 

Xception network (Table 1) [11, 12]. Then tuning 

the structure and parameters of Xception is 
appropriate for facial AE from uneven illuminated 

images. 

2. FORMULATION OF THE PROBLEM 

Suppose that for image classification, a CNN 
with architecture S and parameters P is pre-

synthesized, CNN={S, P} [14, 15]. This network has 

already learned earlier to extract features for solving 
the problem of image classification. The problem of 

structural tuning of the CNN for facial AE from 

uneven illuminated images consists in making 
structural changes to the top layers of the existing 

architecture S. Such changes should ensure the 

extraction of features specifically for solving a new 

problem for a pre-trained CNN.  
To set the parameters of a pre-trained network a 

transfer learning is applied [16, 17]. Following this 

method, the weights of the network trained to solve 
one problem are used to solve another similar 

problem [7]. 

The transfer learning problem is formulated in 
terms of datasets and tasks. The dataset D consists of 

the feature space X and the  probability distribution 

P(x), where x=(x1, x2, ..., xn)X. For a given specific 

dataset D={X, P(x)}, the task consists of two 

components. These are the label space Y and the 
target predictive function f: X→Y. The function f(x) 

is used to predict the label of a new example. This 

task is denoted by Т={Y, f(x)} and trained from NT 

pairs of data (xi, yi), where xiX, a yiY, i=1, ..., NТ 

[18]. 
Given a base dataset Ds and a base training task 

Ts, a target dataset Dt and a target training task Tt, 

where Ds≠Dt and/or Ts≠Tt, transfer learning aims to 

improve the loss function L(х) on Dt using results of 

solving of Ts on Ds, i.e. L(хt) ≤ L(хs), where хtDt is 

the optimum on the target dataset Dt, хsDs is the 

optimum on the base dataset Ds [18]. 
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In this paper, transfer learning is used for facial 

AE from unevenly lit images. The color facial image 

is represented as I0(i, j)=(IR(i, j), IG(i, j), IB(i, j)}, 
where i=1, …, n; j=1, …, m. Here n, m are the 

number of rows and columns of the image, 

respectively, (i, j) are coordinates of the image pixel. 
Then each pixel of the image is described by three 

features IR(i, j), IG(i, j), IB(i, j) which take values 

from the interval [0, 255]. A lighting function R(i, j) 
is multiplied element by element with image 

features. Then the unevenly lit image is represented 

as I(i, j)=(IR(i, j)R(i, j), IG(i, j)R(i, j), IB(i, j)R(i, j)). 

Note that facial AE from an unevenly lit image 
is unstable problem. This is due to the fact that small 

variations of color features caused by uneven 

lighting correspond to a significant error of AE. 
When solving this problem with the use of CNN, the 

consequence of instability may be overtraining of 

the network. To overcome the difficult, the 

regularization is applied which adds some additional 
constraints to the training task Tt. To regularize the 

CNN training loss, the early stopping of training is 

used in this paper [19]. According to this method, 
the number of epochs is specified after which 

training stops without reducing the validation loss. 

Next, the network parameters corresponding to the 
lowest validation loss are saved. It is known from 

the literature that the early stopping of learning 

corresponds to regularization term Q(х)≥0 of the loss 

function, which is optimized [19]. Let M is the 
number of epochs after which learning stops without 

decreasing the validation loss. Then transfer learning 

with an early stopping determines the optimum point 

хtM  on the target dataset Dt, хtMDt, such that 

L(хtM)+аQ(хtM) ≤ L(хt), where a≥0 is the 
regularization constant.  

The aim of the research is reducing the error of 

facial AE from uneven illuminated images by 
applying an early stopping of transfer learning of the 

Xception network. 

3. MATERIALS AND METHODS 

Structural tuning of the Xception network 

for facial age estimation  

Following [20], a structural tuning of pre-

trained models is proposed as such, which includes 
three stages.  

At the first stage of structural tuning the 

architecture of a pre-trained neural network is 
selected for aging feature extraction from facial 

images. The Xception network [21, 22] has been 

selected because it architecture has almost the same 
number of parameters as the Inception v3 network 

and half the number of parameters compared to 

ResNet-152 (Table 1). But the gain in top-1 and top-

5 classification accuracy on the ImageNet dataset is 

due to the more efficient use of Xception parameters 
with separable convolutions, and not to an increase 

in network capacity [21]. 

When using Xception network data first passes 
through an input flow, then through a middle flow 

that repeats eight times, and finally through an 

output flow. The Xception architecture has 36 
convolutional layers, which are structured into 14 

modules (Fig. 1). Each of the modules has linear 

residual connections around itself, except for the 

first and last modules [21, 22]. 
The following types of layers are used in the 

Xception network. Convolutional layers perform a 

convolution operation with filters that extract 
features of face images at different scales. Separable 

convolutions is key components of the Xception 

network architecture. They allow to separately 

model the spatial and inter-channel correlation of 
image features. This reduces the computing costs 

and the number of network parameters, as well as 

the error of facial AE. The convolutional and 
separable convolutional layers are followed by batch 

normalization layers, which accelerate the 

convergence of the network learning [21].  
ReLU activation function introduces 

nonlinearity into the network. This helps to avoid the 

vanishing gradient problem, when in the process of 

backpropagation the values of the derivatives 
decrease and the learning rate vanishes with an 

increase in the number of layers of the network. 

Max Pooling layers are used to reduce the size 
of the input data and increase the informativeness of 

the representation for further processing. Global 

Pooling layer returns the average value for each 
channel of input data. This allows reducing the 

amount of the data before inputting it to the fully 

connected layers. Flattening a tensor means to 

remove all of the dimensions except for one. Dense 
or fully connected layers obtain feature vectors from 

the Flatten layer and classify images based on these 

features using the Softmax function [22]. 
At the second stage of structural tuning, 

destructive changes were made to the architecture of 

the Xception network. Namely, only one fully 

connected layer was left. Other fully connected 
layers and the logistic regression layer were 

removed from the top of the Xception architecture 

(Fig. 1). This is because logistic regression takes as 
input the output of a linear regression function and 

uses a sigmoid function to estimate the probability 

that a sample belongs to a given class or not. Then, it 
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is more appropriate for AE to use linear regression 

with continuous output from a wider range. 

At the third stage of structural tuning, a 
constructive change was made to the architecture of 

the Xception network. Namely, after the Global 

Pooling layer only one neuron with the ReLU 
activation function was left on the fully connected 

layer. Then, this layer performs a scalar product of 

the input features with weights and adds a shift. As a 
result, the layer allows the Xception network to 

estimate the age using linear regression based on the 

trained weights and bias. 

Transfer learning of Xception network with 

early stopping  

Transfer learning means that the first layers of 

the network, which detect common features, remain 
unchanged, and the weights in the last layers adapt 

to the new problem. This allows to learn the network 

in less time to identify specific features for solving a 

new problem based on general features that the 
network has already learned to extract before. 

Transfer learning also helps to avoid overtraining 

because the base network was pre-trained on a large 
amount of data [16, 17]. 

A technique of the tuning the parameters of pre-

trained networks is proposed. It applies an early 

stopping of learning and saves weights of the 
network with the lowest validation loss.  

This technique consists of the following stages: 

1) determining the base dataset Ds and the base 
training task Ts for the considered neural network; 

2) initialization of weights of the neural 

network with values obtained as a result of solving 
the base training task Ts ; 

3) determining the target dataset Dt and the 

target training task Tt  for the neural network pre-

trained on stages 1) and 2); 
4) choosing the loss function L(х), optimization 

algorithm, number of epochs and other parameters 

of the network training; 
5) the transfer stage of network training, when 

all pre-trained parameters are frozen, and only the 

weights on the layers added for AE are updated; 

6) the fine-tuning stage when all pre-trained 
parametes are unfrozen and updated together with 

the weights of the layers added for AE; 

 

 

 
a b c 

Fig. 1. Xception network architecture:  

a – input flow; b – middle flow; c – output flow 
Source: compiled by the [22] 
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7) early stopping of training if the improvement 

of the results is not observed during a certain 

number of epochs; 
8) saving the network parameters, which 

correspond to the lowest validation loss, in order to 

further apply the network with these parameters for 
facial AE. 

Next, the implementation of the stages of tuning 

of the Xception network parameters for the facial 
AE is considered. 

At the first stage, the ImageNet dataset was 

used as a base dataset Ds [23, 24]. It consists of 

training data (1.2 million images), validation data 
(50,000 images), test data (100,000 images), and 

image labels (1000 categories). The image 

classification by categories was performed by the 
Xception network. We consider this task as the base 

training task Ts. 

At the second stage, the parameters of the 

Xception network for AE were initialized with the 
weights of the same network, pre-trained on the 

ImageNet dataset to classify images by categories. 

At the third stage, the formulation of the target 
learning task Tt  depends on how the AE is 

performed [1]. If the person's age is estimated on 

interval, then the problem of multiclass classification 
is solved, where the classes correspond to age 

ranges. If a point estimation of age is performed, the 

target learning task Tt is formulated as a regression 

task, as in this paper. Uneven illuminated images 
from UTKFace dataset [25] will chose as the target 

dataset Dt in the experimental research section. 

At the fourth stage, the Nadam method, which 
combines the Nesterov Accelerated Gradient and 

Adam optimization methods [26], was applied to 

optimize the loss function of the neural network. 
 Nadam uses gradient descent with momentum 

and is an improved version of the Adam method 

with the following advantages: 

1) accelerating the convergence of the 
optimization and overcome local minima, especially 

in the case of significant loss function gradient or its 

significant variations; 
2) automatic adaptation to the dimension of the 

gradients and to the dynamic range of their values. 

This allows to effectively processing data of 

different complexity and dimension; 
3) adding a momentum term improves the 

robustness of the gradient optimization; 

4) the optimization rate is automatically tuned 
for each network parameter using a moving average 

of the gradient values on previous iterations. 

At the fifth and sixth stages the Xception 
network weights are trained for the AE on UTKFace 

dataset facial images [27]. Note that at these stages 

validation dataset is used to unbiased estimate the 

CNN performance after each epoch. But the network 
does not learn based on the validation data, its 

parameters are not tuned then the learning process 

are controlled based on the validation set after each 
epoch. The validation set influence on the model 

selection and stopping rules. It allows to tune the 

model’s hyperparameters and adjust the complexity 
of the model while training. The validation set is 

also separated from the training data and the test 

data to prevent overfitting. The last occurs when a 

model is learned the training data too well and 
performs poorly on unseen data. By monitoring the 

model’s performance on the validation set, we can 

stop the training when the model starts to overfit. 
At the seventh and eighth stages the early 

stopping is used. It is a method that stops training 

once the model performance stops improving on a 

validation dataset. The parameters of the network 
corresponding to the lowest validation loss are 

saved, in order to further use the network with these 

parameters for facial AE. 

4. EXPERIMENTAL EVALUATION OF 

ERROR OF FACIAL AGE ESTIMATION 

BY XCEPTION NETWORK 

In the experimental research the error of the 

facial AE by the Xception neural network for images 

from the UTKFace and FG-NET datasets [27, 28] 

was evaluated. 
Choosing a dataset for network training faces 

the problem of uneven distribution of samples by 

age groups [1]. The UTKFace dataset consist of 
23,708 human face images ranging in age from 0 to 

116 years, with an average age of 33.2 years. This 

dataset differs in diversity, volume and 
representativeness of different age and ethnic 

groups. Images from the UTKFace dataset are 

characterized by different distance to the face, 

illumination, face rotation angle, and resolution.  
Unevenly illuminated images from the 

UTKFace dataset were selected using the software 

presented in [27]. This software is designed to 
implement two aesthetic and technical image quality 

models based on neural image assessment (NIMA). 

The NIMA's models are trained via transfer learning, 

where ImageNet pre-trained CNNs are used and 
fine-tuned for the image classification. In this paper 

NIMA was used to detect uneven lighting on facial 

images from UTKFace. In this way, 14,544 
unevenly lit images from UTKFace were selected. 

Since the UTKFace dataset contains only facial 

images, and not full-length photos, the pre-
processing of the selected images is minimized. 
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Specifically, each image must be reduced to the size 

that the neural network input assumes.  

An annotation with an age category 
corresponding to each image allows using the data 

for neural network training [25]. Before training the 

network, the dataset was divided into three subsets, 
namely, training set (70 % of images of the entire 

dataset), validation set (10 %), and test set (20 %). 

The Nadam method with an initial learning rate 
of 0.0001 was applied to train the Xception neural 

network. The mean squared error (MSE) was used as 

a loss function. To calculate the MSE, the squared 

differences between the annotated age values and the 
age values estimated from the face images are 

determined. These differences are averaged over the 

images of the training and validation datasets. 
The training phase of the Xception neural 

network, where all pre-trained parameters are frozen 

and only the weights on the layer added to determine 

the age are updated, took 15 epochs. Training loss 
after each epoch determines the updating of network 

weights. Validation loss after each epoch affects the 

ability of the network to generalize data. The 
training loss and validation loss should be similar 

and they are presented in Fig. 2. The blue line shows 

the training loss, the red line shows the validation 
loss. Although at the beginning of learning 

validation loss is less than training loss. 

MSE 

 
 Epoch  

Fig. 2. Training and validation losses at  

transfer stage  
                    Source: compiled by the authors 
 

Next, while fine-tuning the other Xception 

weights are unfrozen, allowing them to adapt to the 
UTKFace dataset while training. For the first epochs 

the validation loss and training loss are 

approximately the same, and then the validation loss 
exceeds the training loss (Fig. 3). The blue line 

corresponds the training loss, the red line 

corresponds the validation loss.  
 

MSE 

 
 Epoch  

Fig. 3. Training and validation losses at the first 

300 epochs of fine-tuning 
                               Source: compiled by the authors 

Training stopped if the values of the validation 

loss did not decrease for 50 consecutive epochs. The 

weights of the network from the epoch with the best 
value of the validation loss were saved for facial AE 

on unevenly illuminated images. 1000 epochs are 

chosen as the maximum number of iterations. But 
learning was then stopped after 732 epochs with the 

applying of early stopping. The mean absolute error 

(MAE) of AE with the Xception network is 5.17 

years from unevenly illuminated images. The 
number of training epochs affects the reducing the 

MAE of AE with the application of an early 

stopping of learning in comparison with the absence 
of an early stopping. For example, after the first 300 

iterations of training on unevenly lit UTKFace 

images, the MAE of AE was 10.59 years (Fig. 4), 
which together with Fig. 3 indicates a clear 

undertraining of the network. 

The trained neural network processed images 

from the UTKFace dataset in 22 ms. The research 
was performed using an AMD Ryzen 7 2700 

processor, Nvidia RTX 3050 8gb graphics card, 

CPU 3 GHz, 16.0 GB RAM, Windows 10 Pro 22H2 
19045.3086 operating system, Google Chrome 114.0 

browser .5735.135. 

The FG-NET dataset consisting of 1,002 

images of 82 people aged 0 to 69 was used for 
comparison with AE methods known from the 

literature [28]. The MAE was calculated between 

annotated age values and age values determined 
from facial images (Table 2). 603 unevenly 

illuminated images from FG-NET were selected 

with the help of the software posted on the link [27]. 
The MAE of AE by the Xception network was 4.76 

years on unevenly illuminated FG-NET images 

(Fig. 5). The AE error increased if facial images 

were insufficient illuminated or blurred. 
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Table 2. Mean absolute error of facial age 

estimation from FG-NET images by networks 

known from the literature 
Neural 

network  

MAE without fine-

tuning, years  

MAE with fine-

tuning, years 

Xception 12.03 3.67 

ResNet-50 11.64 3.77 

Inception v3 13.26 4.08 

VGG19 14.35 4.98 

VGG16 10.82 6.02 

                          Source: compiled by the [7] 

For comparison in the Table 2 the results from 

[7] is shown. But it should be kept in mind that the 

networks were trained on all FG-NET images 

without taking into account uneven illumination. 

That is, another training set is used to obtain the 

results in the Table 2. 

 

 
 

 
Fig. 4. Results of facial age estimation from the uneven illuminated images of  UTKF ace dataset 

 Source: compiled by the authors 

 
Fig. 5. Results of facial age estimation from the uneven illuminated images of FG-NET dataset 

                                                                                         Source: compiled by the authors 
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The comparison is revealed that the MAE on 

unevenly lit images exceeds the error on all images 

for the Xception, ResNet-50, and Inception v3 by 

29.7 %, 26.3 %, 16.7 %, respectively. Relative to 

VGG19, VGG16 the error decreases by 4.4 % and 

26.5 %, respectively. The number of Xception 

network parameters is 6 times less than that of 

VGG-16, VGG-19, and 12 % and 5 % less than that 

of ResNet-50 and Inception v3, respectively. 

CONCLUSIONS 

For automatic facial AE in devices with limited 

computing resources, the transfer learning method of 

the Xception network received further development. 
This development of the transfer learning method 

includes the addition of an early stopping and the 

recovery of the network weights from the epoch 

with the best value of the validation loss. As a result, 
the MAE of facial AE was 4.76 years from unevenly 

illuminated FG-NET images using the Xception 

network. The Xception network is applied because 

the number of parameters of this network is 6 times 

less than that of VGG-16, VGG-19, and 12 % and 
5% less than that of ResNet-50 and Inception v3, 

respectively. Then applying of the Xception network 

reduces the resource consumption of devices with 
limited computing power. 

The practical significance of the obtained 

experimental results is that the elaborated technique 
of transfer learning can be recommended for the 

training of other networks to solve the AE problem 

from unevenly lit facial images. 

 Prospects for further research are reducing the 
unevenness of facial image lighting to decrease the 

error of age estimation. Also, to reduce the resource 

consumption of devices with limited computing 
power, it is promising to use fast transforms in the 

convolutional layers of the Xception network 

[29, 30]. 
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AНОТАЦІЯ 

 
Швидкий розвиток глибокого навчання привертає більше уваги до аналізу зображень обличчя людини. Методи оцінки 

віку людини за зображеннями обличчя на основi глибокого навчання бiльш ефективнi порівняно з методами на основі 
антропометричних моделей, моделей активного зовнішнього вигляду, текстурних моделей, підпростору шаблонів старіння. 
Однак мережі глибокого навчання потребують більшої обчислювальної потужності для обробки зображень. Попередньо 
навчені моделі працюють без потреби у великій кількості зразків, а час навчання менший. Однак значення параметpiв, 
отриманих в результатi навчання, значно впливають на ефективність попередньо навченої нейронної мережі. Також 
потрібно враховувати особливості оброблюваних зображень, зокрема, умови, у яких їх отримано. Останнім часом 
визначення вiку людини за зображенням обличчя реалізується у додатках пристроїв з обмеженим джерелом обчислень, 

наприклад, у смартфоні. Під час фотографування обличчя людини камерою смартфона дуже складно забезпечити 
рівномірне освітлення. Метою дослідження, є зниження помилки оцiнки вiку людини за нерiвномiрно освiтленим 
зображенням обличчя шляхом застосування ранньої зупинки передавального навчання мережi Xception. Запропоновано 
методику попереднього навчання нейронних мереж, яка використовує ранню зупинку навчання, якщо покращення 
результатів не спостерігається протягом певної кількості епох. Потім відновлюються мережеві ваги з епохи з найкращим 
значенням функцiї втрат на валiдацiйних даних. У результаті середня абсолютна помилка оцінки віку шляхом застосування 
навченою за запропонованою методикою мережею Xception за нерівномірно освітленими тестовими зображеннями 
становила близько п'яти рокiв.  Обрання Xception обумовлене тим, що кількість параметрів цієї мережі менша, ніж у iнших 

мереж, якi застосовувалися для оцiнювання вiку людини.  Це зменшує споживання ресурсів пристроїв з обмеженими 
обчислювальними можливостями. Перспективами подальших досліджень є зменьшення рiвня нерiвномiрності освiтлення 
зображеннь обличчя для зменьшення помилки оцiнки вiку людини. Також для зменшення споживання обчислювальних 
ресурсів перспективним є застосування швидких перетворень у згорткових шарах мережі Xception. 

Ключові слова: визначення віку людини; мережа Xception; налаштування параметрів; рання зупинка; нерівномірно 
освітлені зображення; передавальне навчання 
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