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ABSTRACT

The paper proposes a method for constructing GL-models of the behavior of complex non-basic fault-tolerant multiprocessor
systems under a failure flow. The aim of the study is to develop a universal approach that enables the formation of an integrated GL-
model for systems characterized by multiple independent or weakly coupled operability conditions. Such models can be used, in
particular, to evaluate the reliability parameters of the systems under consideration using statistical simulation methods. The study
focuses on systems whose operability is determined by the simultaneous fulfillment of several relatively simple conditions, for each
of which established methods for constructing GL-models are available (for example, a condition limiting the number of failures
within a certain subset of processors). These include, in particular, hierarchical systems composed of multiple subsystems with their
own levels of fault tolerance, as well as systems containing specialized processors of different types. The proposed method involves
the preliminary construction of auxiliary GL-models for each operability condition; followed by their integration into a unified model
through the sequential merging of their graphs via selected vertices (the merged vertices form a single vertex, while the remaining
vertices and edges are copied). The order of model merging and the choice of corresponding vertices can be defined arbitrarily,
providing flexibility in the structure of the resulting GL-model. Examples of the method’s application are presented, illustrating
various options for determining the sequence of merging auxiliary models and selecting the connecting vertices of their graphs, as
well as the use of different methods for constructing these models. The scientific novelty of the work lies in the generalization and
formalization of the sequential GL-model merging procedure, which makes it possible to combine models of arbitrary structure and
type into a unified model of a complex system without compromising the correctness of its behavior. Experimental results confirm
that, despite structural differences in the graphs of the obtained models, their behavior on identical input vectors coincides completely
and accurately reflects the operation of the fault-tolerant multiprocessor system under a failure flow. It is also shown that the method
imposes no restrictions on the construction techniques of GL-models for individual conditions: models of different types can be
combined, the conditions do not necessarily correspond to basic systems, and the model graphs may be other than a cycle graph.
Furthermore, the paper provides complexity estimates for GL-models constructed by the proposed method, including the number of
vertices and edges in their graphs and the overall complexity of edge functions, depending on the characteristics of the corresponding
auxiliary models. The practical value of the method is that it enables automated construction of comprehensive models for systems
with complex operability conditions and supports efficient reliability evaluation of real multiprocessor systems.
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INTRODUCTION and on the other, to reduce the impact of the human
factor on the execution of such tasks. Some tasks
cannot be performed by humans at all due to the
limitations of physiological capabilities (for
example, reaction speed), or because of the
undesirability or impossibility of their direct

In recent decades, the automation of various
processes has become increasingly widespread [1],
[2]. On the one hand, this makes it possible to
relieve humans from performing monotonous tasks,

presence at the site (for instance, space missions,
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components of such objects and systems is their
control system (CS), which, based on data obtained
from various sensors, generates the corresponding
control signals for actuating devices [1], [2].

There exist systems whose malfunction may
lead to significant adverse consequences, such as
considerable material losses, threats to human health
or life, and risks to the welfare and stability of a
state [3], [4], [5]. Such systems in general — and their
control systems (CS) in particular — are therefore
subject to increased reliability requirements.
Moreover, the control of these systems often
involves  solving  problems of  substantial
computational complexity. Hence, it is reasonable to
implement the control systems of such objects using
so-called fault-tolerant multiprocessor systems
(FTMS), which consist of a large number of
processors (allowing, in particular, for high
performance levels) and remain operational even in
the event of failures of some processors (thus
ensuring high reliability) [6], [7], [8].

LITERATURE REVIEW AND PROBLEM
STATEMENT

For a developer of fault-tolerant multiprocessor
systems, it is important to be able to assess the
reliability level of the system being designed. This
task is not always straightforward, particularly
because FTMSs used in control systems may have
complex and heterogeneous architectures, consisting
of processors of different types that perform
specialized tasks, and so forth.

Methods for calculating the reliability
parameters of FTMSs can be conventionally divided
into two groups [9], [10]. The first group comprises
methods based on the derivation of complex
analytical expressions, which, on the one hand, often
enable highly accurate evaluation of the reliability
parameters of an FTMS, but on the other hand, are
not universal: for each new type of system, a new
method usually has to be developed [11], [12], [13],
[14], [15], [16]. The second group includes methods
that allow calculating FTMS reliability parameters
by conducting statistical experiments using models
of their behavior under a failure flow [17], [18], [19]
[20]. These methods are universal; however, the
accuracy of the obtained results generally depends
on the number of experiments performed. Therefore,
reducing the complexity of an experiment (in
particular, through simplification of the model)
makes it possible, on the one hand, to decrease the
computation time and, on the other hand, to increase
the accuracy of the results.

As models of FTMS behavior under a failure
flow, GL-models [20], [21] can be employed, which
combine the properties of graphs and Boolean
functions. A GL-model represents an undirected
graph in which each edge is associated with a
Boolean edge function that depends on the so-called
system state vector — a Boolean vector whose
elements correspond to the states of the system’s
processors (1 indicates that a processor is
operational, 0 indicates that it has failed). If an edge
function evaluates to zero, the corresponding edge is
removed from the graph. The connectivity of the
graph for a given vector corresponds to the system’s
state under a specific configuration of processor
states: a connected graph represents an operational
system, whereas a disconnected graph indicates a
system failure. The construction of GL-models for
FTMSs can be performed using various approaches
[22], [23], [24], [25].

Of particular interest are the so-called basic
systems, which are capable of remaining operational
provided that no more than a certain number of their
processors have failed. A basic FTMS, denoted as
K(m, n), consists of n processors and is tolerant to
the failure of no more than m arbitrary processors.
GL-models of basic systems can be constructed on
the basis of cycle graphs [22], [23], which, in
particular, allows for a reduction in the complexity
of the connectivity evaluation procedure. It is worth
noting that the state of a basic FTMS under a failure
flow can be easily determined even without
constructing a GL-model — for example, by simply
counting the number of zeros in the system state
vector.

However, control FTMSs are often non-basic,
meaning that they remain tolerant to certain failures
of a given multiplicity while being intolerant to
other failures of the same multiplicity. Such systems
include, in particular, consecutive k-out-of-n [14],
[16], [26], [27], [28], consecutive k-within-m-out-of-
n [29], [30], consecutive k-out-of-r-from-n [31],
[32], m-consecutive-k-out-of-n [33], [34], [35],
(n, f, k) [36], [37], <n, fk> [36], [38], consecutive-
(k, D-out-of-n [15], m-consecutive-k,l-out-of-n [39],
[40], ke-out-of-n [35], (r, s)-out-of-(m, n) [12], [41],
[42], consecutive-k-out-of-n, [43], as well as other,
potentially even more complex, systems. In such
cases, the determination of the system state can no
longer be reduced to a simple count of zeros in the
state vector.
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PROBLEM STATEMENT

The construction of a GL-model for a non-basic
system can be performed by modifying the model of
a certain basic system, in particular, by altering the
structure of its graph (for example, by introducing
additional edges) and/or by changing the expressions
of its edge functions. This approach is especially
convenient in cases where the FTMS does not differ
significantly from the basic one — that is, it behaves
as a basic system in most situations and deviates
only in certain specific cases (for particular
combinations of operational and failed processors),

either becoming non-operational or remaining
functional [24], [44], [45].
However, some real FTMSs may differ

significantly from basic ones. For example, each
processor type in a system may have its own
maximum allowable failure multiplicity. In addition,
additional constraints may also be present — for
instance, a maximum total failure multiplicity, or a
maximum number of allowable failures within a
certain subset of processors. This is particularly
relevant for systems composed of several distinct
subsystems: each subsystem may behave as a basic
system, while the overall system behavior may differ
considerably from that of a basic one. In [25], a
method for constructing GL-models for such
hierarchical systems was proposed. However, the
models obtained by this method are themselves
hierarchical and, consequently, rather complex: first,
calculations must be performed for several auxiliary
models, after which the calculation for the system’s
GL-model is carried out.

A relevant problem is the construction of GL-
models for complex non-basic fault-tolerant
multiprocessor systems for which existing modeling
methods are ineffective, particularly when their
application leads to a significant increase in the
complexity of the edge-function expressions in the
resulting models. This issue is especially
pronounced for systems whose operability is
determined by several independent or weakly
coupled conditions, each of which must be modeled
and combined within a unified framework.

RESEARCH AIM AND OBJECTIVES

The aim of this study is to develop a method for
constructing GL-models of complex non-basic
FTMSs of a special type — namely, those whose
behavior under a failure flow can be described by a
set of relatively simple conditions (for example, the
failure of no more than a certain number of
processors within a specific subset of the system’s

processors), for each of which a separate GL-model
can be constructed by one method or another. It is
assumed that the operability of the system is
maintained only when all of these conditions are
satisfied simultaneously.

To achieve this goal, the following objectives
have been defined:

1) to develop a method for constructing GL-
models of non-basic FTMSs by combining several
auxiliary models formed for individual operability
conditions of the system;

2) to design, based on the proposed method, an
algorithm for constructing such GL-models;

3) to perform an experimental validation of the
correctness of the GL-models constructed using the
proposed method.

METHOD FOR CONSTRUCTING A
GL-MODEL OF ANON-BASIC FTMS

Let us consider a non-basic FTMS that remains
operational only if a certain set of conditions
Cy, Cy, ..., Ci are simultaneously satisfied. For each
of these conditions C;, a corresponding GL-model M;
can be constructed in some way (these models will
be referred to as auxiliary models). Thus, the
satisfaction of condition C; corresponds to the
connectivity of the graph of model M;.

Since the system is operational only when all
conditions C; are satisfied, the graph of the GL-
model M of this FTMS must remain connected if the
graphs of all models M; are connected, and it must
become disconnected if the graph of at least one of
the models M; becomes disconnected.

Let us now consider two arbitrary graphs, Gi
and G.. Let graph G: contain vertices aq, @y, ..., @n,,
and graph G, contain vertices By, By, ..., Bn,. Select
two arbitrary vertices, a; and f;, belonging to
graphs Gi and G, respectively. Perform the merging
of graphs G; and G; through vertices a; and g;, i.e.,
merge these vertices into one, while copying the
remaining vertices and all edges of both graphs. As a
result of this merging, a new graph G is obtained.

The connectivity of graph Gi means that there
exists a path between any pair of its vertices.
Conversely, the lack of connectivity of graph Gi
means that there is at least one pair of vertices with
no path between them. Similarly, the connectivity of
graph G implies that a path exists between any pair
of its vertices, while the absence of connectivity in
graph G indicates that there is at least one pair of
vertices that are not connected by a path.

Let us show that graph G is connected if and
only if both graphs G; and G, are connected, and

ISSN 2617-4316 (Print)
ISSN 2663-7723 (Online)

Applied information technologies in 467
energy engineering and automation



Romankevich V.A., Morozov K.V., Halytsky D.V., Yermolenko I.A., Zacharioudakis Lefteris

Applied Aspects of Information Technology
2025; Vol. 8 No. 4: 465-480

that it becomes disconnected if at least one of the
graphs G; or G, loses connectivity. Assume that
graphs G; and G, are connected. Consider an
arbitrary pair of vertices of graph G. The following
three cases are possible.

1. Both wvertices belong to the set
{a1,az, ..., an, }. In this case, the existence of a path
between these vertices follows from the connectivity
of graph Ga.

2. Both  vertices belong to the set
{B1, B2, .., Bn,}. Similarly, the existence of a path
between these vertices follows from the connectivity
of graph G..

3. One of the vertices (denoted as a;) belongs
to the set {ay, @3, ..., ay, }, and the other (denoted as
B1) belongs to the set {By, By, ..., Bn,}. From the
connectivity of graph G, it follows that there exists
a path between vertices a; and «;; from the
connectivity of graph G, it follows that there exists
a path between vertices £; and f;. Therefore, since
in graph G the vertices a; and f8; are merged into a
single vertex, there also exists a path between
vertices a and ;.

Thus, if graphs Gi and G, are connected, graph
G will also be connected.

Next, we show that graph G will be
disconnected if at least one of the graphs G, or G; is
disconnected. Let graph G; be disconnected. In this
case, there exists at least one pair of vertices from
the set {aj, ay, ..., a,,} between which no path
exists. It is easy to see that in this situation there will
also be no path from at least one of these vertices to
vertex a; (otherwise, a path between the previously
considered vertices would exist through vertex «;).
Consequently, in graph G, there will also be no path
from this vertex to any vertices from the set
{B1, B, ..., Bn, }, since only vertices a; and f; were
merged and no additional edges were added. Thus,
graph G will be disconnected.

Similarly, it can be shown that if graph G; is
disconnected, then graph G will also be
disconnected.

The merging procedure described above can be
extended to an arbitrary number of graphs. Let us
apply it to merge the graphs of the auxiliary models
M1, Mo, ..., M.

It is easy to see that the GL-model M obtained
in this way will indicate the operable (fault-free)
state of the system if and only if each of the
conditions Ci, Cy, ..., Cx is satisfied, that is, when
the graphs of all models Mi, My, ..., M« remain
connected. Indeed, on the one hand, the connectivity

of each of the graphs of models Mi, My, ..., Mk
ensures the connectivity of the graph of model M.
On the other hand, merging the graphs of the models
through common vertices does not create any
additional paths that could preserve the connectivity
of the graph of model M in the event that it is lost by
at least one of the graphs of models M1, My, ..., M.

It should also be noted that the method allows
for an arbitrary choice of both the order in which the
models are merged and the vertices through which
their graphs are joined. Therefore, for the same
FTMS, a large number of alternative GL-model
variants can be obtained. This, in particular, makes it
possible to construct a more convenient graph
structure (for example, to accelerate the connectivity
evaluation procedure or to simplify further model
modifications, if required).

ALGORITHM FOR CONSTRUCTING A
GL-MODEL OF ANON-BASIC FTMS

According to the proposed method, the
algorithm for constructing the GL-model of the
above-described non-basic FTMS can be formulated
as follows.

1. For each of the conditions Cy, Cy, ..., Cy,
construct separate GL-models (denote them as
Q= {Ml, Mz, cees Mk}).

2. Remove an arbitrary model M; from the set
Q; let M = M; be the model under construction.

3. If the set Q is empty, proceed to Step 8.

4. Remove an arbitrary model M; from the set
Q.

5. Select an arbitrary vertex a in the graph of
model M and an arbitrary vertex g in the graph of
model M;.

6. Merge the graphs of models M and M;
through vertices a and g, resulting in a new model
M.

7. Return to Step 3.

8. The resulting model M is the desired GL-
model of the system.

EXAMPLES AND EXPERIMENTAL RESULTS

Example 1. Let us construct a GL-model of a
system consisting of 12 processors, which is
operable if and only if the following conditions are
simultaneously satisfied (Fig. 1).

1. Among processors 1...6, there are no more
than two faulty ones.

2. Among processors 7...10, there is no more
than one faulty processor.

3. Among processors 4...8, there is no more
than one faulty processor.
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4. Among processors 1, 3, 7, 8, and 9, there are
no more than two faulty ones.

5. In the entire system, there are no more than
three faulty processors.

Each of the above conditions corresponds to the
behavior under a failure flow of a certain basic
system. Let us construct GL-models for each of
them, namely: model Ki(2,6) for the set of
processors 1...6, model Ky(1,4) for processors
7...10, model Ks(1,5) for processors 4...8, model
Ka(2,5) for processors 1,3,7,8,9, and model
Ks(3, 12) for processors 1...12. The elements of the
system state vector will be denoted as xi, where i is
the index of the corresponding processor. To
construct these models, we will use the method
described in [22].

BELC L e

¥ ¥ 3 ]
HEBRRRE

1/5

3/12

Fig. 1. The FTMS considered in Example 1

Source: compiled by the authors

Model Ki(2, 6) is based on a cycle graph with
five vertices (denoted as a1, oz, as, as, as) and five
edges (Fig. 2). It has the following edge functions:

fi =x1Vxy;

fa = x1%;, V x3;

f3 = X1%2X3 V X4X5Xe;

fa = X4V xs;

fa = x4%5 V Xe.

Model Kx(1, 4) is constructed on a cycle graph
with four vertices (B1, f2, fs, fa) and four edges
(Fig. 2). Its edge functions are as follows:

f12 = X7;
fzz = Xg;
f32 = Xo;
f42 = X10-

Model Ks(1, 5) is built on a cycle graph with
five vertices (y1, y2, y3, 74, ys) and five edges (Fig. 2).
The edge functions of this model have the following
form:

fi = x4
fp = xs;
f3 = xg;
fi = x7;
fs = xs.

Model Ka(2, 5) is based on a cycle graph with
four vertices (01, 02, d3, d4) and four edges (Fig. 2). It
has the following edge functions:

fit =x1Vxs;

f2 = %123V x7;

f3 = x1x3%7 V XgXo;

it = xg V xq.

Fig. 2. GL-models K1(2, 6), Ka(L, 4), Ks(1, 5), Ka(2, 5) and Ks(3, 12)

Source: compiled by the authors
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Finally, model Ks(3, 12) is based on a cycle
graph with ten vertices (1, &2, €3, €4, &s, &, €7, €8, €9,
€10) and ten edges (Fig. 2). Its edge functions are as
follows:

2 =x, VX, Vxs;

fr = (1 V) (122 V X3) V X4X5X6;

f3 = x1%%3 V (x4 V x5) (X425 V X);

P =x4 Vx5V xg;

f& = (1 V) (2 V x3) A

A (X152 V X4X5X6) (X4 V x5) (X4X5 V Xg) V

V X7XgX9X10X11X12;

f2 = x1%%3%4x5%6 V (X7 V xg) (X725 V Xg) A

A (X7xgXg V X10X11X12) (X109 V X11) A

A (x10X11 V X12);

2 =x;VxgV Xo;

fo = (x7 V x)(x7xg V X9) V X19X11%X12;

fo = x7%g%q V (X190 V x11) (X10%11 V X12);

fio = X10 V X11 V X12.

Next, to construct the GL-model of the system
under consideration, we perform a sequential
merging of the previously constructed models. For
example, we may first select model Ki(2, 6), and
then merge it with model Kx(1, 4) through vertices o
and S (the resulting merged vertex is denoted as
w1). Then, the obtained model is merged with model
Ks(1,5) through vertices p. and ys (the
corresponding vertex in the new model is denoted as
wy). After that, we merge the resulting model with
model K4(2, 5) through vertices a4 and o1, denoting
the merged vertex as ws. Finally, the obtained model

is merged with model Ks(3, 12) through vertices ys
and &2 (as in the previous cases, the corresponding
vertex in the new model is denoted as ws). The GL-
model obtained as a result of these successive
mergers (Fig. 3) represents the behavior of the
considered system under a failure flow, which was
confirmed by the experiments performed with it.
According to the results of experiments
(conducted for all possible Boolean vectors of length
12), the obtained GL-model represents the operable
state of the system for all vectors containing no more
than one zero (it is evident that under such vectors,
none of the operability conditions of the considered
FTMS can be violated), as well as for the following

51 wvectors with two zeros: 111111111100,
111111111010, 111111110110, 111111101110,
111111011110, 111110111110, 111101111110,
111011111110, 110111111110, 101111111110,
011111111110, 111111111001, 111111110101,
111111101101, 111111011101, 111110111101,
111101111101, 111011111101, 110111111101,
101111111101, 011111111101, 111110111011,
111101111011, 111011111011, 110111111011,
101111111011, 011111111011, 111110110111,
111101110111, 111011110111, 110111110111,
101111110111, 011111110111, 110111101111,
101111101111, 011111101111, 110111011111
101111011111, 011111011111, 110110111111
101110111111, 011110111111, 110101111111
101101111111, 011101111111, 110011111111,
101011111111, 011011111111, 100111111111,

Y1

Y2

7 %

Fig. 3. The GL-model of the FTMS constructed using the proposed method for Example 1

Source: compiled by the authors
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010111111111, 001111111111; and the following 97

vectors  with  three  zeros:
111111110100, 111111101100,
111110111100, 111101111100,
110111111100, 101111111100,
111110111010, 111101111010,
110111111010, 101111111010,
111110110110, 111101110110,
110111110110, 101111110110,
110111101110, 101111101110,
110111011110, 101111011110,
110110111110, 101110111110,
110101111110, 101101111110,
110011111110, 101011111110,
100111111110, 010111111110,
111110111001, 111101111001,
110111111001, 101111111001,
111110110101, 111101110101
110111110101, 101111110101
110111101101, 101111101101
110111011101, 101111011101
110110111101, 101110111101
110101111101, 101101111101
110011111101, 101011111101,
100111111101, 010111111101,
110110111011, 101110111011,
110101111011, 101101111011,
110011111011, 101011111011,
100111111011, 010111111011,

111111111000,
111111011100,
111011111100,
011111111100,
111011111010,
011111111010,
111011110110,
011111110110,
011111101110,
011111011110,
011110111110,
011101111110,
011011111110,
001111111110,
111011111001,
011111111001,
111011110101
011111110101
011111101101,
011111011101,
011110111101,
011101111101,
011011111101,
001111111101,
011110111011,
011101111011,
011011111011,
001111111011,

a,

110110110111, 101110110111, 011110110111,
110101110111, 101101110111, 011101110111,
110011110111, 101011110111, 011011110111
100111110111, 001111110111, 100111101111,
001111101111, 100111011111, 001111011111,

The model indicates an inoperable system state
for all vectors containing four or more zeros (which
directly follows from operability condition 5 of the
system). A detailed analysis confirmed that the
above-mentioned system state vectors with two and
three zeros are indeed exactly those vectors that
correspond to the simultaneous fulfillment of all five
operability conditions of the FTMS considered in
this example.

It should be noted that, as mentioned above
both the order of model merging and the choice of
vertices through which their graphs are combined
can be arbitrary. For example, one could first select
model Ks(3, 12), then merge it with model Ka(2, 5)
through vertices & and d, (w1). Next, it can be
merged with model Kx(1, 4) through vertices ¢ and
Ba (w2), and with model Ki(2, 6) through vertices &7
and ai1 (ws). Finally, it can be merged with model
Ks(1, 5) through vertices &, and ys (w4). The GL-
model obtained as a result of these transformations
(Fig. 4), although differing from the previous one in
the structure of its graph, demonstrates, as confirmed
by experiments, behavior consistent with the
previous model for identical input vectors.

fi

[/ 2

Fig. 4. An alternative GL-model of the FTMS under consideration for Example 1

Source: compiled by the authors
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It should also be noted that the proposed
method does not impose any restrictions on how the
GL-models for each condition are constructed.

Example 2. Let us construct a GL-model of an
FTMS that also consists of 12 processors but has
slightly different operability conditions (all of which
must be satisfied simultaneously).

1. Among processors 1...6, there are no more
than two faulty ones (similarly to the system in
Example 1).

2. Among processors 7...10, there is at most
one faulty processor, or, alternatively, in each of the
pairs (7, 8) and (9, 10), there is at most one faulty
processor (that is, up to two in total), provided that
at least one of processors 7 or 9 is operational.

3. Among processors 4...8, there is at most one
faulty processor, or, if processors 4 and 5 are
operational, there may be up to two faulty ones.

4. Among processors 1, 3, 7, 8, and 9, there are
no more than two faulty ones, or no more than three,
provided that only one faulty processor is present
among processors 1, 3, and 7.

5. In the entire system, there are no more than
three faulty processors, and if among the faulty ones
there are processors 1, 2, 5, or 10, then no more than
two are allowed.

Let us construct the GL-models M1, M2, M3, Mg,
and Ms for each of the above conditions. The first
model, M, corresponds to a basic 2-failure-tolerant
system. To construct it, we use the method described
in [22]. It is based on a cycle graph with six vertices
(o1, o2, 03, 04, as, ag), Six edges (Fig.5), and the
following edge functions:

fi = %1V xpx3;

fa = x5 V X3%4;

f3 = X3V x4%5;

fa = X4V Xs5xg;

fa = x5V X6X1;

fd = xg V x1%5.

The GL-model M can be obtained from the
basic model Kx(1, 4), constructed in Example 1, by
adding an additional edge pi8: with the edge
function fZ = x, V xo [46]. Thus, the model will
contain four vertices (81, f2, fs, pa), five edges
(Fig. 5), and the following edge functions:

2

1 = X7;
fzz = Xg;
f32 = Xo;
f42 = X10s

f& =27V xq. _

Model Ms is constructed using the method
described in [44], based on the expression
¢ = Xx4Xxg, Which corresponds to the simultaneous
operability of processors 4 and 5. Accordingly, this
model is based on a cycle graph with five vertices
(y1, V2 V3 e ¥s), _ five edges (Fig.5), and the
following edge functions:

2 = x4 VCXsXe = X4 V X4 X5X5Xg = Xy

3 = x5 V XXy = X5 V X4X5XgX7 = Xs;
f3 = xg V CXyXg = Xg V X4X5X7Xg;
f2 = x;VCxgxy = X7 V X4X5XgXy =
= X7 \ X4X5Xg,
f2 = xg Vexuxs = X7 V X4 X5X4X5 =
- X7 \ x4x5.

f&

Fig. 5. GL-models M1, M2, M3, M4 and Ms

Source: compiled by the authors
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Model My is obtained by modifying the third
edge function of model Ks(2, 5) from Example 1 in
accordance with the method proposed in [45]. As a
result, the GL-model is based on a cycle graph with
four vertices (01, 02, d3, d4), four edges, and the
following edge functions:

fit = x1 Vs

f2 = x1%3 V x7;

f3t = (1 Vx3)(x1x3 V x7) V XgXo;

i = xg V xo.

Model Ms is constructed according to the
method  proposed in  [24], using the
expressions ¢y =C, =X VX, VX3VXy, and
€y = €1 = X1X3X5X10. Thus, the GL-model is based
on a cycle graph with eleven vertices
(81, &2, €3, &4, &5, &6, €7, €8, £9, £10, 811) and eleven edges
(Fig. 5), with the following edge functions:

ff =@ Vva) Vvely Vi Vi) =

=Xx1V Xy,

fo = c1(xix Vaz) v

Y c‘l((xl V xy) (X%, VX3) V x4x5x6) =

=x1X; V X3;

f3 = c1(X1x2X3 V X4X5%6) V

V & (x1200%3 V (x4 V x5) (45 V X)) =

= X125%3 V X5 (X426 V X1 %521 (%4 V X6) );

fo =c1(xa Vxs) VT (xg Vs Vg) =

= X4 VX5V X1X2X5X6X10;

fo = c1(xaxs Vxg) Ve ((xg Vxp) A

A (x5 V x3) (X1 202X3 V X4X5%6) (X4 V X5) A

A (x4X5 V Xg) V X7XgX9X10X11X12) =

= (x4x5 V xg) A

AN VX3 VXsV X9V X3V XgXg)V

V X1X2X5X7XgX9X10X11X12;

fo = c1(X1X,X3X4X5 X6 V X7XgXoX10X11X12) V

V Cp (1 x3X3X4 X% V (X7 V xg) (X7Xg V Xg) A

A (X7xg%Xg V X10X11X12) (X109 V X11) A

A (X10X11 V X12)) =

= X1X2X3X4X5Xg V Xq0((X1 V Xy V Xs) A

A X7XgXoX11X12 V X1X2X5 (X7 V Xg) A

A (x7xg V X9) (X7XgXg V X11%12) (X11 V X12));

f7 = c1(x7 Vxg) V& (x7 Vxg Vxg) =

= X7V Xg V X1X2X5X9X10;

fo = c1(x7x5 V x9) V & A

A ((x7 V xg) (x7xg V Xq) V x10x11x12) =

= (X7xg V x) (X1 VX, VX5V X19V X7V xg) V

V X1X2X5X10X11%12;

fo = c1(x7xgXq V X10X11%X12) V

Ve (x7x8x9 V (x10 V x11) (x102%11 V xlz)) =

= X7XgXo V (X1 V X5 V X5)X10X11X12 V

V X1 X2X5X10(X11 V X12);

fio = 1o Vx11) V & (o V xgg Vxgp) =

= X190 V X11;

fi1 = c1(ioX11 VX12) VE =

= x10(%11 V X1%2%5) V X132,

To construct the GL-model of the FTMS, we
perform a merging of the graphs of the auxiliary
models developed above. For example, let us
combine the graphs of models Mi, Mz, M3, M, and
Ms by merging the vertices a, and Ss (the resulting
vertex denoted as w1), B2 and ys (w2), as and o2 (ws),
and ys; and 11 (w4). The GL-model obtained as a
result of this merging is shown in Fig. 6.

& f2 &

Fig. 6. The GL-model of the FTMS constructed using the proposed method for Example 2

Source: compiled by the authors
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Experimental verification has confirmed that, as
in Example 1, the model accurately represents the
operable state of the system for those and only those
vectors that correspond to the simultaneous
fulfillment of all the above conditions. The full set of
such system state vectors is omitted here for brevity.

A comparison was also performed between the
complexity of the GL-models constructed using the
proposed method and that of the models obtained by
known approaches, in particular by blocking system
state vectors through the modification of the edge-
function expressions of basic models using the
corresponding zero and one constituents. As baseline
models, we considered the models K(1, 12), K(2, 12),
and K(3, 12), constructed according to [22].

The complexity (number of logical operations)
of the edge-function expressions for each model in
Examples 1 and 2 is presented in Tables 1 and 2,
respectively. As the results show, the GL-models
constructed using the method proposed in this work
have significantly simpler edge-function
expressions.

Table 1. Number of logical operations in the edge-
function expressions of the GL-models for

Example 1

Model Disj. | Conj.| Inv. | Binary | Total

ops. ops.
Proposed 41 56 0 97 97
Modified
K(1, 12) 245 | 2695 | 684 | 2940 | 3624
Modified
K(2, 12) 273 | 1104 | 426 | 1377 | 1803
Modified
K3, 12) 1715 | 199 | 1279 | 1914 | 3193

Source: compiled by the authors

Table 2. Number of logical operations in the
edge-function expressions of the GL-models for

DISCUSSION OF RESULTS

The GL-models constructed using the proposed
method exhibit a rather complex structure, in
particular, being based on graphs that do not belong
to the class of cycle graphs. This somewhat
complicates the procedure of assessing the model
graph’s connectivity compared to methods that
generate models based on cycle graphs (e.g., [24],
[44], [45]), since such an assessment can no longer
be reduced to a simple count of removed edges. On
the other hand, the complexity of their edge
functions remains moderate, as the method directly
employs the expressions of the edge functions from
the auxiliary models. This feature distinguishes the
proposed approach from, for instance, the method
described in [24], where the edge functions typically
become more complex because a single expression
combines several functions from different models.

In general, it can be readily observed that the
complexity of a GL-model obtained using the
proposed method can be estimated as follows. The
number of edges in the model graph:

N
e = Z e,
i=1
where N is the number of auxiliary models, and €; is
the number of edges in the graph of the i-th auxiliary
model (the edges of all auxiliary model graphs are
preserved). The number of vertices in the model graph:
N

szvi—N+1,

i=1
where v; is the number of vertices of the i-th auxiliary
model (since N — 1 pairs of vertices are merged). The
total complexity of the model’s edge functions:

N €
c=> >4
i=1j=1
where c} denotes the complexity of the j-th edge
function of the i-th model (all edge functions of the
auxiliary models remain unchanged).

To assess the connectivity of the graph of a GL-
model, depth-first search (DFS) or breadth-first
search (BFS) algorithms may be applied. The
computational complexity of these algorithms is
known to be O(e +v), where e is the number of
edges in the graph and v is the number of vertices.
Taking into account the above estimates for the
numbers of edges and vertices in a GL-model
constructed using the proposed method, it may be
concluded that the complexity of connectivity

Example 2

Model Disj. | Conj.| Inv. | Binary | Total

ops. ops.
Proposed 55 83 10 138 148
Modified
K(1, 12) 120 | 1320 | 304 1440 | 1744
Modified
K(2, 12) 153 | 384 | 186 537 723
Modified
K(3, 12) 2320 | 254 | 1739 | 2574 | 4313

Source: compiled by the authors
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evaluation for its graph is comparable to that of the
auxiliary GL-models (provided that analogous
connectivity-check algorithms are used).
Considering also the complexity of computing the
model’s edge-function expressions, it follows that
the overall computational cost of using the resulting
model is likewise comparable to the cost of using the
auxiliary GL-models individually.

It should also be noted that since the graph of the
GL-model is initially connected (i.e., prior to
evaluating the edge functions), the inequality
e>v—1 holds (the number of edges cannot be
smaller than that of a spanning tree, for which
e =v—1). Therefore, v<e + 1, and the complexity of
the connectivity-check algorithm may be expressed as
O(e). On the other hand, evaluating the model still
requires computing all e edge functions. Thus, even in
comparison with the simple edge-counting procedure
(which is applicable for cycle-graph-based models),
using a connectivity-check algorithm for a graph that
does not belong to the class of cycle graphs in the
GL-model constructed by the proposed method does
not lead to a significant increase in the overall
computational complexity.

It is also worth noting that the proposed method
does not impose any restrictions on the ways in
which the auxiliary GL-models are constructed. For
instance, when applying this method, it is possible to
combine models built using different approaches
simultaneously (e.g., models of basic systems
constructed according to [22] and [23]). Moreover,
the conditions do not necessarily have to correspond
to basic systems (i.e., those defined by the failure of
no more than a certain number of arbitrary
processors), and the graphs of the auxiliary models
are not required to be based on cycle graphs (as was,
for example, required in [24]).

As a result of applying the proposed method to
an FTMS, a single GL-model is obtained, which, if
necessary, can be further modified using known
techniques or employed as an auxiliary component
for constructing a more complex model (e.g., in
accordance with [25]). This would not be feasible in
the case of analyzing the connectivity of separate
GL-models corresponding to individual conditions.

It should be noted that, as demonstrated in
Example 1, the merging of auxiliary model graphs
can indeed be performed in various ways (depending
on the selected pairs of vertices for merging). This
makes it possible, in particular, to form an optimal
structure of the resulting GL-model graph — for

instance, to simplify computations or to improve the
convenience of subsequent modifications. One
possible optimization criterion in this context may
be the minimization of the model graph’s diameter.

CONCLUSIONS

This study proposes a method for constructing
GL-models of non-basic fault-tolerant
multiprocessor systems whose operability requires
the simultaneous fulfillment of multiple conditions.
Each of these conditions can be associated with a
specific GL-model built using one of the known
methods. Constructing models of such systems by
existing techniques is nontrivial and often proves to
be extremely complex and inefficient from a
practical standpoint, since such FTMSs may
significantly differ from basic ones. In particular,
this may lead to highly complex edge-function
expressions in the resulting GL-models. Even for
relatively small systems considered in the examples,
the overall complexity (i.e., the total number of
logical operations) of the edge functions in the GL-
models obtained using the proposed method was
several times lower compared to the corresponding
models constructed by conventional methods
(through blocking of the respective system state
vectors). For more complex systems, this difference
may become even more significant.

The proposed method is based on combining the
graphs of auxiliary GL-models constructed for each
of the system’s operability conditions. In this process,
the edges of these model graphs along with their
corresponding edge functions are preserved, while
pairs of arbitrarily selected vertices are merged.

Examples are provided to demonstrate the
application of the proposed method for constructing
GL-models of fault-tolerant multiprocessor systems
whose operability requires the simultaneous
fulfillment of multiple specified conditions.
Furthermore, experiments have been conducted to
confirm that the constructed models adequately
reflect the behavior of the corresponding systems
under failure flow conditions.

Additionally, the paper presents complexity
estimates for the GL-models obtained using the
proposed method, including the number of edges
and vertices in the graphs and the overall complexity
of the edge function expressions, which are
determined by the characteristics of the
corresponding auxiliary GL-models.
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AHOTANIA

Y  pobori 3ampormoHoBaHO Merton moOymoBn ~GL-Mmonmened  mOBemiHKM  CKIagHMX ~He0a30BMX — BIAMOBOCTIHKHX
6ararornpolecopHUX CHCTEM Y TMOTOLI BiAMOB. MeETOI0 JOCHI/PKEHHsST € CTBOPEHHS YHIBEpCABHOTO IMiIXOAY, SKHH YMOXITHBITIOE
¢dopmyBanHs ninicHoi GL-Mozeni [uist CHCTeM 13 KUTbKOMa He3aJIeKHUMH a00 cllabKo IOB’sI3aHUMH yMOBaMH podotozaaTHocTi. Taxi
MoOZieNli MOXYTh OyTH BHKOPUCTaHi, 30KpeMa, JJIs OLHKMA MapaMeTpiB HaIiiHOCTI 3a3HAYCHHUX CHCTEM i3 3aCTOCYBaHHSIM
CTaTUCTHYHHUX METOIIB MOAENIOBAaHHA. PO3NIANAIOTBCA CHUCTEMH, POOOTO3NATHICTD SKMX BH3HAYA€THCS OJHOYACHUM BHUKOHAHHAM
KiJIbKOX BIZJHOCHO IMPOCTHX YMOB, JUIS KOXKHOI 3 sSIKMX Bigomi crocobu moOynoBu GL-Mopeneit (Hanmpukian, ymMoBa oOMEXKEHHs
KIJIBKOCTI BIZIMOB cepeil MEBHOI IMiIMHOXUHM TporiecopiB). J[o TakuMx CHCTEM Halexarb, 30KpeMa, i€papXidHi CHCTEMH, IO
CKJIQJIAIOTHCS 3 KIIBKOX IiJICHCTEM i3 BIACHMM PiBHEM BiZIMOBOCTIMKOCTI, a TAKOXX CHCTEMH, sIKi MICTATH CIeLiali30BaHi Mporecopu
pi3HMX THHIB. 3ampornoHOBaHWN Merox mnependadae monepenHe QopmysanHs nonomikHux GL-mopeneit s KokHOI 3 yMOB
PpOOOTO3AATHOCTI, MiCJIsl YOr0 BOHU MOEIHYIOTHCS B €JMHY MOJEIb HIISIXOM MOCIIIOBHOrO 00’ €aHaHHS iXHIiX rpadiB uepe3 BUOpaHi
BepurHH (00’ €HaHI BepIIHU HOPMYIOTH OIHY, pellTa BEepIInH i peOpa KomitoroTees). [locnizoBHiCTh 00’ €qHaHHS MoaemeH 1 BUOip
BIJIIIOBIJHAX BEPIIMH MOXYTh 3a0aBaTHCs JOBUIBHO, L0 3a0e3ledye THYYKICTh CTPYKTypu moOynoBanoi GL-moneni.
[IpoxeMOHCTpOBaHO MPUKIIAAN 3aCTOCYBAHHS METOMY, Y MEXKaX SKUX PO3IVISIHYTO Pi3Hi BapiaHTH BUOOPY MOCIIIOBHOCTI 00’ €IHAHHS
JOMOMDKHUX MoOJieNeil 1 BepIiuH 3’€AHaHHs iXHIX rpadiB, a TakoK BUKOPHUCTAHHS PI3HUX METOMIB Uil NOOYIOBH IIMX MOIEJICH.
HaykoBa HOBM3Ha po0OTH Moisirac B y3arajibHeHHI Ta (hopMmaiizauii mpoueaypu mociigoBHoro o0’exananns GL-mopeneit, 1o
JO3BOJISIE TIOEAHYBAaTH MOJEIi JOBUIBHOI CTPYKTYpH Ta THIy Uit (DOPMYBaHHS €IMHOI MOZAENI CKIagHOI cHCTeMH 0Oe3 BTpaTH
KOPEKTHOCTi 1l moBeIiHKH. ExcrieprMeHTallbHI pe3ylbTaTd MiATBEPAXKYIOTh, 110, HE3BAXKAIOUM HA DPI3HHUILIO B CTPYKTypi rpadis
OTPUMaHUX MoOJeNeil, IXHS MOBeliHKa Ha OJIHAKOBHX BXIJHHX BEKTOpax IIOBHICTIO 30ira€ThCs W aJeKBaTHO BigoOpaxae
(YHKI[IOHYBaHHs BiZIMOBOCTiliKOi 0OararonporiecopHoi cUCTeMH B moTrowi BiaMoB. [lokazaHO TakoXK, IO METOA HE HaKJIagae
obMexeHb Ha crmocobu noOymoBu GL-Mozmeneil [yt OKpEeMHX YMOB: MOXYTh IOEIHYBATHCSI MOJEINI DPi3HHX THIIB, YMOBH He
000B’SI3KOBO BiINOBiatOTh 0a30BUM cucTeMaM, a rpagu Mojaeneil MOXyTh He OyTh HUKIiYHUMH. KpiMm TOro, momaHo OLiHKH
cknaaHocti GL-moneneii, moOynoBaHHX 3aMpOIOHOBAHUM CIIOCOOOM, 30KpeMa KiJIbKOCTI BepiirH i pebep IXHiX rpadiB Ta 3araabHOI
CKJIAZHOCTI pebepHux (YHKIIN, 3aJe)KHO BijJl XapaKTePUCTHK BiAMOBIAHUX JONOMDKHHUX Mozeiell. [IpakTiuyHa HiHHICTH MOJSTae B
TOMY, 1110 METOJI JO3BOJISIE ABTOMATHU3YBaTH 100YI0BY KOMIUIEKCHUX MOZIENEH Ul CUCTEM 31 CKIaIHHUMH YMOBaMH poOOTO31aTHOCTI
Ta BUKOPUCTOBYBATH 1X JUTsl eEeKTHBHOI OLIHKK HAIHHOCTI peaJbHUX 0araronponeCcOPHUX CHCTEM.

Knrouosi cnosa: BimMoBocrTiiiki 6araromnpouecopti cucremu; GL-monerni; He6a30Bi cHCTeMH; CHCTEMH KepyBaHHs; OLIiHKa
HaHOCTI; CTATHUCTUYHI €KCIIEPUMEHTH
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