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ABSTRACT

This article explores the issue of estimating the biological age of a person using machine learning techniques. Biological age is
a statistical indicator that reflects the degree of aging of an organism compared to other individuals in a specific population to which
the organism belongs. This indicator aids medical professionals in diagnosing and treating diseases and assists researchers in
studying the aging process in humans. There is no definitive correct formula for its determination because it is a statistical indicator
and its value may vary depending on the dataset (population) and the selected set of indicators. The study aims is to create neural
networks and choose a set of biomarkers that is both informative and easily accessible to the majority of individuals for evaluating
biological age, ensuring both high recognition accuracy and operational speed. The object of study is the determination of the
biological age of a person using information technology methods. The subject of study is the application of neural networks for
determining the biological age of a person based on a clinical analysis of the human body's condition. Biomarkers correlating most
with biological age were selected using the Pearson statistical method. The first neural network took selected biomarker values and
previously calculated biological age as input and returned a predicted biological age as output. The second neural network took the
predicted biological age and chronological age as input and returned a corrected predicted biological age as output. Accuracy
assessment used the Pearson correlation coefficient, as well as classic error metrics such as coefficient of determination mean
absolute error, and mean squared error. As a result of the research, were studied the dataset to identify biomarkers with the highest
correlation coefficient values. Neural network architectures were selected and implemented to calculate biological age through
general blood analysis. The best hyper parameters were selected experimentally and neural networks were trained. The obtained
results conclude that a set of biomarkers for effective biological age recognition based on a comprehensive blood analysis has been
developed and processed. Four neural networks were developed to realize the aim of the research (two for each gender). The Pearson
correlation coefficient between the determined corrected biological age and chronological age for men is 0.9946, and for women is
0.9978, which is an indicator of high recognition accuracy. The scientific novelty of the conducted research lies in the application of
an approach to assess human biological age based on the use of two neural networks and a set of biomarkers included in standard
blood analysis packages. The proposed approach has allowed for an increase in the accuracy of biological age assessment and its
usability in medical practice. This approach has been successfully applied to analyze the biological age of Ukrainian citizens,
contributing significantly to the advancement of research in the field of biological age for medical professionals.
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INTRODUCTION

Chronological age (CA) indicates the amount of
time a person has lived since birth. It is often
associated with the aging of the human body.
However, individuals of the same age may have
different appearances and health conditions, casting
doubt on the relevance of such a connection.

Biological age (BA), on the other hand,
characterizes the physical condition of the human
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body and the degree of its damage, estimated based
on various biomarkers (weight, height, blood
pressure, blood tests, data about physical activity,
etc.) [1, 2]. Knowing BA allows for various con-
clusions about a person's lifestyle and its impact on
their health. Moreover, unlike CA, this indicator can
be altered.

The estimate of biological age has several
advantages, including the ability to diagnose
numerous diseases, assess the individual’s
organism’s condition, and researches the aging
process's pace.
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Overall, the research on biological age has been
ongoing since the last century; however, there is still
no definitive method for its determination. Most
researchers use mathematical and statistical methods

such as multiple linear regressions, principal
component analysis, and the Klemera-Doubal
method.

With the development and popularization of
machine learning algorithms, scientists have started
applying them to determine BA. This approach
allows for a much deeper exploration of data and
dependencies between them without using complex
formulas.

Most studies focused on determining biological
age employ a similar algorithm to calculate its value:

1) selection of a set of biomarkers;

2) pre-processing of biomarker values;

3) utilization of an existing method or
introducing a new one to calculate BA based on
these biomarker values.

A biomarker (biological marker) is an objective
indicator that unequivocally captures some aspect of
the organism's state at a specific moment. To
estimate BA, commonly used biomarkers include
blood test samples, physical activity data, various
medical examinations, etc.

The effectiveness of estimating biological age
is typically assessed by the correlation coefficient
between CA and BA, also considering the
coefficient of determination, means absolute error
(MAE), and mean squared error (MSE).

ANALYSIS OF EXISTING RESEARCH AND
PUBLICATIONS

For more than 60 years, scientists and
researchers have been working on determining
biological age and have developed three main
statistical methods to address this task.

The article [2] discusses the use of the multiple
linear regression method to determine the BA of
residents (437 people, including 169 men and 268
women) of Hiroshima, Japan, selecting 9 key
biomarkers (skin elasticity, systolic blood pressure,
pulmonary vital capacity, hand grip strength, light
extinction time, vibratory perception in the ankle,
visual acuity, auditory function, serum cholesterol)
using the correlation coefficient method.

As a result, they obtained a mean square error
of 6.8 for men and 5.9 for women. This approach
showed satisfactory results at the time, although it
had vulnerabilities to multicollinearity and the
biomarker paradox. In the [3] discusses a method for
addressing the issue of multicollinearity through the
use of the Z-score.

Another method, also discussed in the article
[3], namely the principal component analysis
method, was employed for the same task. To
determine a set of biomarkers that were later
orthogonally transformed into linearly uncorrelated
data, several methods such as correlation analysis,
stability analysis, and dimensionality analysis were
utilized. A drawback of this approach is the
distortion of data at both ends of the regression.
Additionally, the computed value is a relative
indicator that is challenging to convert into years.

Later Klemera and Doubal formed one of the
fundamental statistical methods still used today,
namely the Klemera-Doubal method (KDM) [4].
While working with this method, many researchers
made their adjustments and improvements to address
existing drawbacks or simplify calculations.

For example, Cho et al. developed a new
method, KDM2, combining KDM and principal
component analysis, which simplified calculations
[5]. This paper doesn't primarily address the
selection of biomarkers, although it acknowledges
its significance. Instead, the main emphasis is on
assessing the accuracy of the estimated BA using
different computational algorithms.

Recently, Kwon and Belsky presented a
software implementation of the KDM method as one
of the modules in their BioAge application [6].
Other implemented methods of determining BA are
PhenoAge [7], and homeostatic dysregulation [8].

In the article [9], a stepwise multiple regression
method with systematic error correction was
employed to assess the biological age of the
cardiovascular, respiratory, musculoskeletal
systems, autonomic regulation, and metabolic age.
Anthropometric results, echocardiography with
Doppler, spirometry, ECG with heart rate variability
analysis, two-photon X-ray absorptiometry, and
clinical laboratory biochemical tests served as
biomarkers. As a result, a relatively high accuracy
(error of 4-5 years) was achieved in estimating the
aging rates of physiological organ systems.

Furthermore, there is a large body of research
focused on estimating BA using machine learning.
Most of them utilize a branch of machine learning
called neural networks, which get biomarker values
are input, and return BA values are output.

Mamoshina et al. applied deep learning to
determine biological age [10]. They developed and
tested over 40 different deep learning models, each
with a distinct architecture. The models received
input from over 60.000 samples of classical
biochemical blood analysis, and the output was the
predicted BA. All data were pre-normalized, and
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only samples within normal values were chosen. As
a result, 21 machine learning models with the best
results were selected and combined into an
ensemble. That ensemble demonstrated a
recognition accuracy of about 83.5 %. The main
drawback of their study is the use of samples only
from healthy individuals, leading to distortion of BA
values for people whose biomarker values are out of
range of the normal values.

Another popular solution is the application of
Convolutional Neural Network (CNN) models for
recognizing biological age based on a person's
photos. They are often combined with other types of
layers, such as Deep Neural Networks (DNN),
Recurrent Neural Networks (RNN), Long Short-
Term Memory (LSTM), and others.

To determine BA, Pyrkov et al. used 1D CNN
based on data on a person's physical activity [11],
Cole and colleagues chose a 3D architecture to
process MRI data [12], Rahman and Adjeroh
developed their variations of 2D and 3D
architectures for the analysis of various medical
biomarkers from the NHANES dataset [13].

Lima et al. employed deep learning to
determine a person's biological age based on raw
results of 12-channel electrocardiogram [14]. They
used a convolutional neural network, similar to the
proposed residual network for image classification
[15], adapting it for processing one-dimensional
signals.

Bortz, Guariglia et al. implement a technique
for estimating biological age using an Elastic-Net
neural network based on 25 selected circulating
blood biomarkers [16]. Although the paper focused
on mortality risk research, their method of
determining biological age showed a higher
accuracy than [7].

All the solutions discussed above use various
variations of human biomaterial (blood analyses,
etc.) or the results of medical examinations as
biomarkers. Another branch of biological age
research involves assessing its value using human
images.

Later, the FineGrained method was proposed,
which combines CNN, RNN, and LSTM
architectures for age recognition from a person's
photo [17]. The photo is processed and formatted to
the size of 224 by 244 pixels before it enters the
model. Then, it passes through a certain number of
convolutional and LSTM layers. The model returns
the predicted BA value. Despite high accuracy, this
approach is highly sensitive to the gradient
vanishing problem due to the use of RNN.

Tang et al. introduced another architecture
based on Generative Adversarial Networks (GANSs)
called Conditional Generative Adversarial Networks
with Identity Preservation [18], which also performs
age recognition from photos. It consists of 3
modules: CGANs generate 1images with a
synthesized face and a specific target age; the
identity module ensures the transfer of basic facial
features from the original image to the synthesized
one; the age classifier module additionally checks
the synthesized image for adherence to the target
age.

However, most of these solutions use
biomarkers whose values are difficult or impossible
to obtain for most people. Not everyone can afford
expensive medical examinations or the use of
specialized devices, making biological age
inaccessible to numerous individuals.

Since the values of many biomarkers require
special examinations and research, it is more
practical to use readily available indicators, such as a
complete blood count.

Today, rapid and efficient determination of
biological age can provide doctors with information
for the early diagnosis of many diseases and the
identification of problems with specific systems in
the human body. Also, it can help researchers with
the study of the rate of aging of people.

THE AIM AND OBJECTIVES OF THE
RESEARCH

The object of study is the determination of the
biological age of a person using information
technology methods. The subject of study is the
application of neural networks for determining the
biological age of a person based on a clinical
analysis of the human body's condition.

The work aims to develop neural networks and
select an informative and conveniently accessible to
most individuals set of biomarkers for the
assessment of biological age, which will guarantee
the high accuracy of recognition and operational
speed.

To achieve the goal, it is necessary to solve the
following tasks:

1) select an easily accessible set of biomarkers
for effective estimation of biological age;

2) pre-process the chosen input data according
to modern machine learning methods to prepare
them for training neural networks;

3) design the optimal architecture of neural
networks for estimating biological age;

4) implementation of the chosen architectures
and conduct their training;
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5) analyze the accuracy of estimations based on
typical biological age metrics.

MATERIALS AND RESEARCH METHODS
FOR ESTIMATE BIOLOGICAL AGE

The training data for neural networks were
provided by the “D.F. Chebotarev Institute of
Gerontology of the National Academy of Medical
Sciences of Ukraine”. The dataset includes the
results of 928 clinical blood tests of healthy people
whose  biological age corresponds to the
chronological age. This dataset was divided by
gender (408 males and 520 females), considering
physiological differences that significantly influence
blood test indicators (Fig. 1) [19]. The average CA
for males was 64.8 years and for females was 61.9
years.

To process and scale the data, the
StandardScaler standardization method [20] from the
sklearn library [21] was utilized. Its main idea is to
bring all values into a distribution from -1 to 1 with
a mean value of 0. This is done according to the
formulas:

z=2"# (1)
O
1
u= 3 ) 2)
1
o= Jﬁzi’il(xi — ), 3)

where z is scale value; x is current value; p is mean
value; N is number of elements; o is standard
deviation.

To determine the target feature, the biological
age of each individual was calculated using a
modification of the Klemera-Doubal method by
Morgan Levin [22]. Since the range of calculated
values for biological age using this method differs
from the usual chronological age range, a correction

fge Leakocytes Eryihrocytes Hemoglobim Hematocris  Platelet

PCT  BACY

algorithm, similar to Levin's work, was used to
adjust the obtained biological age.

Additionally, based on the obtained data,
biomarkers with the best correlation indicators to
biological age were selected using the Pearson
correlation method [23].

The Pearson correlation coefficient is a data
characteristic that describes the strength and
direction of the linear relationship between two
quantitative values and it is calculated by the
formula:

. 2 =) —¥)
S0 -, - )

where 7 is a Pearson correlation coefficient; x; and
y, are data points; X is the mean of the x-values; y is
the mean of the y-values.

Its values range from -1 to 1, where 0 indicates
no correlation, negative values indicate a negative
correlation (with an increase in one variable, the
other variable linearly decreases), and positive
values indicate a positive correlation (both variables
increase linearly).

However, the correlation coefficient alone does
not provide enough information to claim that the
metric is informative for predicting the target
variable. Another important indicator is the p-value,
which indicates the statistical significance of this
parameter. The correlation is considered statistically
significant if the p-value is not less than the
significance level (most often the a value is 0.05).

To calculate it, first of all, it was necessary to
compute the value of the t-statistics according to the
formula:

4)

N-2
(=N L (5)
1— 72

MO MCOHC RDW MPEY PDW

lymphacytes Monooytes Granulocytes ISR

Fig I. Dataset for men (similarly for women)
Source: compiled by the authors
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After obtaining this value and considering that
degrees of freedom is N — 2, the p-value can be
obtained using the t-distribution.

During the work, the decision was made to split
the task of determining biological age into two parts:
recognizing biological age and correcting its value.
Separate neural networks were created for each part.

To design the architecture and develop neural
networks, the programming language Python [24]
and its library TensorFlow [25] were used.

The selection of the number of layers, neurons,
and hyperparameters was done experimentally. The
accuracy and prediction efficiency were assessed by
calculating the Pearson correlation coefficient
between biological age and chronological age, the
determination coefficient, and the calculation of
mean absolute error and mean square error.

The coefficient of determination, a statistical
metric, evaluates the extent to which variations in
one variable can account for variances in another
variable when forecasting the result of a specific
event. This coefficient gauges the strength of the
linear correlation between two variables.

MAE assesses the average size of errors within
a prediction set, regardless of their direction. It
calculates the mean over the test sample of the
absolute variances between predictions and actual
observations, assigning equal weight to all
individual differences.

MSE calculates the mean of the squared
variances between predicted values and actual target
values. The squaring process assigns greater
importance to larger errors, rendering the MSE
responsive to outliers.

ReLU (Rectified Linear Unit) and PReLU
(Parametric Rectified Linear Unit) were used as
activation layers for neural networks.

ReLU is one of the most popular activation
functions, primarily used in regression tasks [26]. It
is a non-linear function that transforms input values
to a range from 0 to positive infinity.

PReLU is an activation function that introduces
learnable parameters to the classic ReLU [27]. This
helps overcome the vanishing gradient problem with
minimal training cost increase.

As the optimization function, AdaGrad
(Adaptive Gradient) was utilized [28]. It is a
stochastic optimization method that minimizes the
expected value of a stochastic objective function
concerning a set of parameters, considering a
sequence of function realizations.

RESULTS OF THE DEVELOPMENT OF
NEURAL NETWORKS FOR DETERMINING
BIOLOGICAL AGE

Table 1 shows the mean values of each
biomarker, standard error (SE), the results of
calculating the Pearson correlation coefficients for
chronological age (4), as well as the t-statistics (5)
and p-value for the male part of the dataset.

Despite the fact that the most common choice
of a is 0.05, due to a relatively small data volume,
the decision was made to use o = 0.1 for male and o
= 0.15 for female.

For men, the minimum absolute correlation
value for the selection of statistically significant
biomarkers was chosen equal to 0.75, and for
women it was equal to 0.65.

Therefore, for training neural networks to
estimate biological age, the following significant
biomarkers were selected from the male dataset,
which have the highest correlation: hemoglobin,
hematocrit, platelets, MCV, MCH, RDW, and ESR.

Table 2 shows the mean values of each
biomarker, standard error (SE), the results of
calculating the Pearson correlation coefficients for
chronological age (4), as well as the t-statistics (5)
and p-value for the female part of the dataset.

For training neural networks to estimate
biological age, the following significant biomarkers
were selected from the female dataset, which have
the highest correlation: leukocytes, platelets,
MCHC, RDW, lymphocytes, monocytes, and ESR.

Before training, both samples were divided with
an 80% training set (326 for males, 416 for females)
and a 20% test set (82 for males, 104 for females).

After that, all data were standardized using the
StandardScaler method (1)-(3). As a result, two sets
of data were obtained, the values of which are in the
range from -1 to 1 with a middle value of 0 (Fig. 2).

The neural networks developed will predict
biological age in years with an accuracy of 3
decimal places, chosen as the units of measurement.
As the output is not constrained to integers, it can
later be interpreted into the desired format (years,
months, days, etc.).

Following tests, the architecture of the neural
network for predicting the biological age of males
was selected (Fig 3a). The input layer receives 7
values (according to the selected biomarker set) and
consists of 32 neurons, followed by a hidden layer
with 16 neurons, then a layer with 8 neurons, and
finally, an output layer with 1 neuron returning the
predicted value.
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Table 1. Information about the male part of selected dataset

Biomarker name Unit Mean SE Correlation | t-statistics | p-value

Leukocytes 10°/L 6.614 0.132 -0.001 -0.029 0.977

Erythrocytes 1012/L 4.634 0.025 -0.061 -1.225 0.221

Hemoglobin g/L 139.241 0.692 -0.109 -2.204 0.028

Hematocrit % 0.412 0.002 -0.086 -1.732 0.084

Platelets 10°/L 223.254 2.831 -0.087 -1.764 0.078

Platelet crit (PCT) % 0.199 0.004 -0.009 -0.180 0.857

Mean Corpuscular Volume fL. 90.414 0.575 -0.127 -2.572 0.010
(MCV)

Mean Corpuscular Hemoglobin pg 30.250 0.198 -0.095 -1.921 0.055
(MCH)

Mean Corpuscular Hemoglobin g/L 337.577 0.841 -0.006 -0.122 0.903

Concentration (MCHC)

Red Cell Distribution Width fL. 13.575 0.047 0.121 2.453 0.015
(RDW)

Mean Platelet Volume (MPV) fL 8.643 0.040 -0.015 -0.297 0.766

Platelet Distribution Width % 13.632 0.086 0.019 0.388 0.698
(PWD)

Lymphocytes % 31.364 0.404 0.064 1.285 0.199

Monocytes % 5911 0.108 0.006 0.117 0.907

Granulocytes % 62.970 0.422 -0.051 -1.026 0.305

Erythrocyte Sedimentation Rate | mm/hr 13.127 0.449 0.272 5.694 0
(ESR)
Source: compiled by the authors
Table 2. Information about the female part of selected dataset
Biomarker name Unit Mean SE Correlation | t-statistics | p-value

Leukocytes 10° /L 6.614 0.132 -0.001 -0.029 0.977

Erythrocytes 102 /L 4.634 0.025 -0.061 -1.225 0.221

Hemoglobin g/L 139.241 0.692 -0.109 -2.204 0.028

Hematocrit % 0.412 0.002 -0.086 -1.732 0.084

Platelets 10°/L 223.254 2.831 -0.087 -1.764 0.078

Platelet crit (PCT) % 0.199 0.004 -0.009 -0.180 0.857

Mean Corpuscular Volume fL 90.414 0.575 -0.127 -2.572 0.010
(MCV)

Mean Corpuscular Hemoglobin pg 30.250 0.198 -0.095 -1.921 0.055
(MCH)

Mean Corpuscular Hemoglobin g/L 337.577 0.841 -0.006 -0.122 0.903

Concentration (MCHC)

Red Cell Distribution Width fL. 13.575 0.047 0.121 2.453 0.015
(RDW)

Mean Platelet Volume (MPV) fL 8.643 0.040 -0.015 -0.297 0.766

Platelet Distribution Width % 13.632 0.086 0.019 0.388 0.698
(PWD)

Lymphocytes % 31.364 0.404 0.064 1.285 0.199

Monocytes % 5911 0.108 0.006 0.117 0.907

Granulocytes % 62.970 0.422 -0.051 -1.026 0.305

Erythrocyte Sedimentation Rate | mm/hr 13.127 0.449 0.272 5.694 0
(ESR)
Source: compiled by the authors
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Fig. 2. Standardized dataset for men (similar for women)
Source: compiled by the authors

Between all layers, there are additional
activation layers with the PReL U function, which is
an improved version of the classic ReLU.

Hyperparameters for training were
experimentally chosen: AdaGrad optimizer with a
learning rate of 0.1, MSE loss function, and a batch
size of 80. The training lasted for 95 epochs and
took 2.2 seconds.

The neural network for determining the
biological age of females had the same
hyperparameters (except for the learning rate, which
in this network was set to 0.03), but a different
architecture (Fig. 3b). The first input layer has 18
neurons and accepts 7 input values (according to the
selected biomarker set).

After that, there are 3 hidden layers with 16, 12,
and 8 neurons, respectively, and finally an output
layer with 1 neuron. Training took 4.9 seconds and
235 epochs.

The next neural network (Fig. 3c) was designed
to correct the biological age values of males to the
chronological range. The first layer with 16 neurons
takes 2 values as input: the predicted biological age
and the chronological age. The next layer is a single
hidden layer with 8 neurons, followed by an output
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layer. The network completed training in 8.2
seconds and 495 epochs.

For correcting the biological age values of
females, the most complex of the developed neural
networks was created (Fig. 3d). The input layer,
similar to the male network, takes 2 parameters but
consists of 32 neurons. After that, there are 3 hidden
layers with 16, 12, and 8 neurons, respectively. The
output layer with 1 neuron also includes the ReLU
activation function. The training was completed in
95 epochs in 2.4 seconds.

As a result, four neural networks were obtained,
demonstrating high prediction accuracy across
various accuracy metrics (MSE, MAE, Coefficient
of determination, Minimal error, Maximum error),
as shown in Table 3

The Pearson correlation coefficient between the
corrected biological age and chronological age for
men is 0.9946, and for women, it is 0.9978 (Fig. 4).

Thus, during the study, a method for
determining a person's biological age based on
indicators of their complete blood count using neural
networks was presented, and its implementation was
developed.
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Fig. 3. Architectures of the developed neural networks:
a — for BA men; b — for BA women; ¢ — for correction of men’s BA;

d - for correction of women’s BA
Source: compiled by the authors
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Table 3. Results of testing the developed neural networks

Men Women
Accuracy metric NN for NN for NN for NN for
estimating BA estimating estimating BA estimating
corrected BA corrected BA
MSE 2.925 1.265 3.151 0.266
MAE 0.931 0.649 0.707 0.371
Coefficient of 0.998 0.992 0.998 0.998
determination
Minimal error 0.013 0.001 0.003 0.001
Maximum error 8.936 11.138 15.843 4.669
Pearson correlation - 0.9946 - 0.9978
coefficient
(p<3.063x10714%)
Source: compiled by the authors
Maodel | (for men) Maodel | {for women)

Estimated biological age

Chronological age
d

Estimated biological age

Chronological age

b

Fig. 4. Correlation of estimated biological age and chronological age:

a — for men; b - for women
Source: compiled by the authors

DISCUSSION OF THE CREATED
MODELS

A significant amount of research has been
focused on determining biological age using
statistical and computational methods. This work
introduces a novel method based on the development
of two neural networks. The first network performs
biological age recognition without using explicit
formulas. This approach allows for more flexible
determination and avoids various unpredictable
situations. However, the calculated value may fall
outside the typical chronological age range (from 1
to 80-100 years). The second network addresses this
issue and transforms the obtained value into a
normalized form.

Earlier, at the “D. F. Chebotarev Institute of
Gerontology of the National Academy of Medical

Sciences of Ukraine” [29, 30], research was
conducted using neural networks. They utilized the
same dataset as in our work, but different sets of
biomarkers were chosen, and biological age was
assessed using only one neural network. That
approach yielded the following accuracy indicators:
a correlation coefficient of 0.92 for males and 0.72
for females, as well as an MAE of 3.68 for males
and 6.55 for females.

As a result of our research using the proposed
approach, the accuracy significantly surpassed these
values: the correlation coefficient for males is
0.9946 and for females — 0.9978; MAE for males is
1.265, and for females — 0.266. This demonstrates a
substantial advantage of the developed method and
its implementation.
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CONCLUSIONS research in the field of biological age for medical
professionals.

— The developed method and its
implementation can be used by researchers and
scientists for determining human biological age or
for further modification and improvement of the
developed method.

The results of the conducted research allow for
the following conclusions:

— A new approach to assess human biological
age based on the use of two neural networks and a
set of biomarkers included in standard blood
analysis packages was applied.

— The proposed approach has allowed for an ACKNOWLEDGMENTS

increase in the accuracy of biological age assessment Thanks to the “D.F. Chebotarev Institute of

and its usgbility in medical practice. ) Gerontology of the National Academy of Medical
— This approach has been successfully applied g jonces of Ukraine” for the provided data.
to analyze the biological age of Ukrainian citizens,
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AHOTANIA

Crartss po3risigae mpobieMy BU3HAYCHHS OiOJIOTIYHOTO BIKY JIIOJMHM 332 JOMOMOTOI0 METOMIB MAlIMHHOTO HaBYaHHS.
bionoriyHmii Bik — Il CTaTHCTHYHWH TOKa3HUK, SKUil IOKa3ye CTYNiHb CTapiHHSA OpraHi3My Yy TOpIBHSHHI 3 IHIIMMH
MpeJCTAaBHUKAMH TEBHOI MOMYJIALT, 10 SIKOi HANCKUTh opraHi3M. llell moka3HUK JoromMarae MeIMKaMm y JarHOCTHUIN 1 JKyBaHHI
3aXBOPIOBaHb, @ TAKOK HAYKOBIISIM Y BUBUCHHI TEMIIiB CTapiHHs JroguHH. He icHye 0HO3HAYHO NMpaBHIBHOI GOpMyNH IJist HOro
BU3HAUCHHS, OCKIIBKM 3HAUCHHS 010JIOTIYHOTO BIKY JUI OJHAKOBHX BXiTHHUX MAHHUX OyJe BiAPI3HATHCS B 3aJIC)KHOCTI Bix 00paHOi
MOy a Takok oOpaHoro Habopy MoKa3HWKIB. MeTo0 HbOro JOCITIKEHHS € po3po0ka HEMPOHHHUX MEpeX A OOYMCIICHHS
010JIOTIYHOTO BIiKY JIOIUHH, sIKi 3a0e3Medars BHCOKY TOYHICTH 1 IIBHIKICTH poOOTH, a Takok BHOIp Habopy OiomapkepiB, SKUi
onHOYacHO Oynme iH(GOpMATHBHUM Ta JOCTYMHHUM OinbmiocTi mronei. O0’€KTOM T0CTiMKEHHs] € BH3HAYEHHS OiOJOTiYHOTO BiKY
JIOAWHE METOJaMH 1H(QOpMamiiHIX TEXHOJOTIH. Y SKOCTI MpeaAMeTy AOCHiIxKeHHs 00paHO BUKOPHUCTAHHSI HEMPOHHHUX MEPEX IS
BU3HAUCHHs OIOJIOTIYHOTrO BIKY JIFOAMHU Ha MiJACTaBi KIIHIYHOTO aHai3y CTaHy opraHiamy mroaunHd. [lomyk GiomapkepiB 3
HaWOIIBIINM TTOKa3HUKOM KOpeJsii 10 6ioJoriyHOro BiKy BifOyBaBcs 3a JONOMOIOI0 ctaTuctHyHoro Merony Ilipcona. Ha Bxin
nepiiii HeHpoHHINH Mepexi MmojgaBany 3Ha4YeHHs 0OpaHMX OioMapkepiB Ta OOYMCIICHWH OioJOriYHMH BiK, HA BUXOJI OTPUMYBAIH
MIPOTHO30BaHMi Oionoriynmii Bik. Ha BXix Apyriil HeifipoHHIN Mepexi o1aBaiy IPOrHO30BaHUH Oi0JOTIYHUH BiK Ta XPOHOJIOTTYHUMA
BiK, Ha BUXOJ1 OTPUMYBAJIA CKOPEroBaHE 3HAYEHHs MPOTHO30BAHOTO 010JIOTIYHOTO BiKY. {71 BU3HAUEHHS TOYHOCTI PO3ITi3HABAHHSI
BUKOpPHUCTOBYBaNUcA KoedimieHT kopemsmii [lipcoHa, a TakoX KIaCHYHI MOXUOKH: Koe(illieHT AeTepMiHamii, cepenHs abCcoMoTHA
moxubKa, cepemHs KBaJpaTHYHa IIOXHOKa. Y pe3yJbTaTi pPo0OTH BHKOHAHO MOCHI/KCHHS OTPUMAHOrO HAa0OpYy IaHUX, IO
JTO3BOJIAJIO BU3HAYHUTH Habip OiomMapKepiB, sKi MOKa3adi HAMBHII 3HAYCHHS KOSQili€eHTY KOpEeNlii, 0T)Ke HalKpale miaxXoasaTh I
BU3HAYeHHs1 GiosoriyHoro Biky. OOpaHO apXiTeKTypH HEHPOHHHX MepexX, po3poOiieHO IX MporpaMHi peanizaiii Ais 0OYHCICHHS
0ioJIOriyHOrO BiKy Ha OCHOBI 3arajpHOro aHamizy kposi. OOpaHO Haiikpamii rineprnapaMerpu Ta IPOBEIeHO HaBYaHHS HEHPOHHHX
Mepex. 3 OTpHMaHHX pe3yJbTATiB MOXKHA 3pOOHMTH BHCHOBOK, IO Oyl0 OTpUMaHO Ta 00poOieHo Halip OiomapkepiB s
e(eKTHBHOTO PO3Ii3HaBaHHs 0iOJIOTIYHOrO BiKy Ha OCHOBI 3arajbHOTO aHalli3y KPOBi Ta po3poO0JICHO YOTHPH HEWPOHHI MEpexi IJs
BUKOHAHHA i€l 3amadi (o OBi Ha KOXHY cTath). KoedimieHT kopemsmii [lipcoHa Mi>k BU3HaY€HHUM CKOPETOBAHUM Oi0JIOTIYHUM Ta
XPOHOJIOTIYHIM BIKOM JUIsl 4OJOBIKiB piBHHNA 0.9946, a mis xiHok 0.9978, mo0 € MOKa3HUKOM BHCOKOI TOYHOCTI PO3Ii3HABaHHS.
HaykoBol0 HOBHM3HOK IIPOBEICHOTO OCITI[PKEHHS € 3aCTOCYBaHHS HOBOTO IIJIXOXy OILIHKK OiOJIOTIYHOTO BIKY IJIIOAWHHU
3aCHOBAaHOTO Ha BUKOPHCTAaHHI JIBOX HEHPOHHUX Mepekax Ta Habopy 6ioMapKepiB, [0 BXOAATH B CTAHIAPTHI MAKETH aHANTi31B KPOBI.
3anporoHOBAHUIA MiIXi/l JO3BOJIMB MiABUIIUTH TOYHICTh OLIHKK Oi0JOTIYHOTO BiKYy Ta JOCTYIHICTh HOTO BUKOPUCTAHHS B MENYHIM
HPaKTHIli. 3arpONOHOBaHMUI MiIXiA YCHILIHO 3aCTOCOBAHO IS aHaIi3y 010JOTiYHOr0 BiKy TpoMasiH YKpaiHH, 0 JO3BOJIUTH 3HAYHO
HPOCYHYTH JIOCII/KEHHS B cepi 610J0TiIHOTO BiKy MEIMYHUM (axiBIsIM
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