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ABSTRACT

This article systematizes approaches to addressing the shortage of labeled images in datasets for deep learning models, which
constitute the core of modern computer vision applications. It covers methods such as transfer learning using pre-trained networks,
weakly supervised and semi-automatic labeling techniques, and various sample expansion strategies through data augmentation.
Particular attention is given to data augmentation as a widely applicable and technologically accessible approach. The article presents
an experimental analysis of the impact of different augmentation methods, including classical transformations such as rotation,
reflection, noise addition, and modern techniques like MixUp, CutMix, and AugMix, on the performance of convolutional neural
networks in image classification tasks. Results demonstrate that even basic augmentation methods can substantially improve model
generalization when training data are limited, and combining multiple strategies can approach the accuracy achievable with fully
labeled datasets. In addition, the study explores the application of pseudo-labeling, a semi-automatic labeling method, with a focus on
the RAF-DB dataset for facial expression recognition. By generating confident pseudo-labels for unlabeled samples, the model’s
performance improved by up to two percent in overall accuracy and up to ten percent in individual class recognition. This highlights
the potential of combining augmentation with pseudo-labeling to enhance model robustness in scenarios with scarce labeled data. An
additional experiment using a basic CNN on the CIFAR-10 dataset confirmed the positive effect of augmentation on classification
accuracy. The employed transformations included horizontal flipping, random cropping, and color jittering, resulting in a afive
percent increase in overall accuracy compared to models trained without augmentation. The findings indicate that integrating
classical and advanced augmentation techniques with semi-automatic pseudo-labeling provides a practical and effective strategy for
improving deep learning performance on limited datasets. This combined approach is particularly valuable for real-world
applications where labeled data are scarce or costly to obtain, demonstrating a promising direction for further research and
deployment in domains such as facial emotion recognition and general object classification.
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INTRODUCTION applications cannot use this data directly due to
domain specifics, the need for precise markup, or
legal and ethical constraints.

For example, in medical diagnostics, image
labeling requires the participation of highly qualified
specialists, and in video surveillance systems,
compliance with confidentiality rules.

In automated control fields, rare or atypical
scenarios are often encountered, for which there is
simply a lack of examples in available datasets.
Therefore, the problem of lack of labeled images is
one of the key obstacles to creating reliable,
generalizable, and interpretable computer vision
systems in real-world applications.

In response to this challenge, the research
community has developed a number of approaches
that allow for efficient training of models even with
a limited number of labeled images. Among them,
the following deserve special attention: retraining of
models based on pre-trained neural networks.

Computer vision systems (CV) is today an
integral part of numerous intelligent solutions in a
wide variety of industries — from medicine and
security to agricultural industry and autonomous
transport.

The success of such systems is largely based on
the use of deep learning, in particular convolutional
neural networks (CNN), which have demonstrated
outstanding results in image classification,
segmentation, object detection, pose estimation, and
other tasks.

However, the effectiveness of deep models
largely depends on a large amount of high-quality
labeled data that allows the model to learn to
highlight relevant patterns in visual information.

Despite the availability of large public datasets
such as ImageNet, COCO (Common Objects in
Contex) or Open Images, most real-world
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images in computer vision applications. In
particular, we focus on two directions. Data
augmentation, which artificially increases the
variability —of the training set through
transformations and semi-supervised learning with
pseudo-labeling, which enables the exploitation of
large amounts of unlabeled data.

Based on this focus, we formulate the following
research question — to what extent can data
augmentation and pseudolabeling improve the
performance of convolutional neural networks.

LITERATURE REVIEW

Deep learning methods, in particular
convolutional neural networks, have become the
basis of modern approaches to image recognition
and computer vision tasks. One of the first works
that laid the foundation for CNN is the study of
LeCun et al., where the LeNet-5 architecture was
presented and its effectiveness in the task of
recognizing handwritten characters was
demonstrated [1]. The direction was further
developed thanks to the works of Krizhevsky, where
the deep network AlexNet was created for the
ImageNet competition [2], as well as a general
review by Schmidhuber, who systematized the key
achievements in the field of deep learning [3].

The problem of knowledge transfer between
different data sets and subject areas is of
considerable interest. The classic review by Pan and
Yang [4] was the starting point for research in the
field of transfer learning. Further generalizations are
given in the works of Weiss [5] and Zhuang [6],
where different strategies of transfer learning, from
inductive to multitasking, were described and their
practical application in various application systems.

Particular attention in modern research is paid
to data augmentation methods. The work of Taylor
and Nitschke [7] summarized basic image
transformation  techniques and showed their
effectiveness for improving CNN training. Similar
results are given in the works of Cubuk, who
presented the AutoAugment approach for automatic
search of augmentation policies [8], as well as
DeVries and Taylor, who proposed the Cutout
method for regularization of deep networks [9].

Another important direction concerns semi-
automatic and weakly supervised learning. The
review by Van Engelen and Hoos [10] systematizes
modern methods of semi-automatic learning, and the
works of Chapelle [11] and Zhu and Goldberg [12]
provide the classical theoretical foundations of this
approach. Additionally, Zhou [13] summarized
modern research in the field of weakly supervised

learning, emphasizing practical
application.

A separate group of methods is the technique of
using generative models for augmentation. Antoniou
[14] proposed GAN networks for generating
synthetic images that improve CNN training. Similar
approaches were used in the study of Frid-Adar [15]
where GANs were applied to create synthetic
medical images, as well as in Bowles [16] who
tested the capabilities of generative models for
augmenting training datasets.

The effectiveness of classical and modern
augmentation methods was analyzed in detail by
Wang and Perez [17], who showed an increase in
CNN accuracy due to different transformation
techniques. Similar results were confirmed by
Mikotajczyk and Grochowski [18], who investigated
the role of augmentation for small datasets.

Semi-automatic labeling approaches, such as
pseudolabeling, have  gained  considerable
popularity. Lee [19] was one of the first to use
pseudolabels  for  semi-automatic  learning.
Subsequent studies have developed this idea: Iscen
et al. used label propagation in combination with
deep learning, and Arazo [20] investigated the
effects of pseudolabeling and confirmation bias in
semi-automatic scenarios.

PURPOSE AND OBJECTIVES OF THE
RESEARCH

The aim of this work is to systematize
approaches to overcome the shortage of labeled
images in datasets for deep learning of CNN models
in applied computer vision systems. Special
emphasis is placed on experimental research of
augmentation methods and semi-automatic (weakly
supervised) labeling, which allow to significantly
expand and improve the quality of training datasets
and thereby increase the accuracy of image
classification using CNN models that are being
developed.

To achieve this goal, it is necessary to solve the
following main tasks:

1) to systematize modern approaches to
overcoming the shortage of labeled images in
datasets for deep learning of CNN models in applied
computer vision systems;

2) to investigate the impact of semi-automatic
and weakly supervised labeling methods on the
quality of data classification using CNN models;

3) to investigate the impact of different methods
of augmenting training samples on the accuracy of
image classification using CNN models using the
CIFAR-10 dataset;

aspects of its
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4) to summarize the results and formulate
conclusions regarding the effectiveness of the
considered methods in the context of overcoming the
limitations of small data sets.

REVIEW OF CURRENT APPROACHES TO
OVERCOMING THE DEFICIT OF LABELED
IMAGES

To systematize modern approaches to
overcoming the shortage of labeled images in
datasets for deep learning of CNN models, we will
consider in detail a number of methods and
technologies that allow us to compensate for the
shortage of labeled data or reduce the need for them.

Among the most effective approaches, the
following groups of methods can be distinguished:
model retraining (Transfer Learning), synthetic
image generation, semi-automatic and weakly
supervised markup (Weak Supervision), sample
expansion (Data Augmentation) identifier.

Transfer learning is one of the most popular
approaches to overcome the lack of labeled images.
Its idea is to use the knowledge acquired by the
model on a large source dataset (e.g. ImageNet) to
solve the target problem on a smaller specific
dataset. Typically, retraining is done in two stages.

First, pre-trained weights are used to initialize
the model. Then fine-tuning on the target dataset —
full or partial (e.g., freezing low-level layers) [21].

Advantages of this approach: reduced need for
a large number of labeled examples. Significantly
faster learning process. Possibility of using
“common” features (edge detectors, corner
detectors), which the models have already learned to
distinguish.

Transfer learning has proven itself well in areas
such as medical diagnostics, satellite monitoring,
and security systems. Modern frameworks (PyTorch,
TensorFlow) provide easy integration of pre-trained
models into the development pipeline.

Semi-automatic labeling involves using pre-
trained models to automatically assign labels to new,
previously unannotated images. The process
typically begins with a model trained on a limited
sample being used to predict classes or other
annotations on a larger amount of unlabeled data.

These predictions can be taken as is or they can
be further validated by a human expert, which
allows both to increase the labeled sample and to
control the quality of the labels. In cases where the
labeling is completely transferred to the model
without human intervention, it is said to be weakly
supervised markup.

Pseudolabeling is the process of adding data
from an unlabeled dataset that the model is most

confident in to the training data and predicting a
label for the unlabeled dataset. This method belongs
to semi-supervised learning. This process can be
iterative: after each training cycle, the model
improves its classification ability, and the dataset
with pseudo-labels becomes better.

There is also an approach where weak labels
are not given by a neural network, but by simple
heuristics or templates, for example, based on
metadata, context analysis, or even through
interactive tools for rapid labeling. It is important to
note that weakly supervised labeling does not always
guarantee high annotation accuracy, but its
advantage is that it allows to significantly reduce the
cost of preparing large amounts of data for training
the model.

The Fig.1 shows a conceptual diagram of how
pseudo-labeling works.
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Fig. 1. Pseudolabeling operation scheme
Source: compiled by the [21]

STUDYING THE IMPACT OF
SEMI-AUTOMATIC AND WEAKLY
SUPERVISED MARKING ON THE QUALITY
OF DATA CLASSIFICATION IN CNN
MODELS

Authors of the article [22] addressed a similar
problem and attempted to address the lack of labeled
images using a pseudolabeling approach. The
challenge is that it is not enough to simply increase
the amount of data, but also to increase the accuracy
of the models that work with this data.

Let's conduct an experiment using the RAF-DB
dataset. The Real-world Affective Faces Database
(RAF-DB) is a large-scale facial expression database
that contains about 30,000 different facial images
downloaded from the Internet, including 29.672
real-world images. The images are divided into 7
classes (emotions) and a 7-dimensional expression
distribution vector for each image (7 emotions in
total). We will recognize emotions, which are:
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anger, disgust, fear, happiness, sadness, surprise,
neutrality (lack of emotion).

When developing a pseudolabeling method, the
training part of the dataset, which contains 12271
images, should be divided into a training subset
(Yirain = 8834), a validation subset (Yva = 2209), and
an “unlabeled” part (Yuniabeled = 1228).

During the pseudolabeling process, the class
labels for images falling into Yuniaveed are simply
ignored. This division is performed using the
train_test_split function from the Scikit-learn
library, using the stratify and random_state
parameters.

The results of the RAF-DB data set partitioning
for further pseudolabeling are illustrated in Fig. 2. It
is important to note that the test part of the
Test_labels set remains unchanged.

Y_train
3500

3000
2500

1000
500

0 <
e® o
o <
G

o o
o <&
ot

1200

1000

800

600

400

200

& <
“‘0‘\5 «®

&
o
E) W

X o s £
6\§Qu$ Q?.\(\e,s " :5“@" wqe,
o

Fig. 2. Distribution of images by

classes and samples
Source: compiled by the authors

Pseudolabeling method is implemented using
teacher (CNN-FER) and student (CNN (Retrain)-
FER) models. It consists of four main steps:

1.Train the CNN-FER model on
images.

2.Use the trained CNN-FER model to create
pseudo-labels on unlabeled images.

labeled

3. Add all confident predictions to the training
data Yuniarelea With the prediction probability (P) for
(y={0,1,2,3,4,5,6}) classes above a given threshold
(1), P(y={0,1,2,3,4,5,6}x) > t.

4.Train the CNN (Retrain)-FER model on a
combination of (Yirain+ Yvai+ Yuniavelead) Samples.

The model is based on MobileNet V1
(pretrained on ImageNet). The base model is
followed by GlobalAveragePooling2D, Dropout
(0.3), and a dense output layer with softmax for
seven classes. Training parameters: Adam optimizer
with learning rate 0.0001, categorical cross-entropy
loss, and metrics including accuracy and PR-AUC.
Batch size is 64, and images are resized to
128x128x3. Each training stage runs for 10 epochs.
The result of the program after the first and second
iteration is shown in Fig. 3. As a result of the first
execution of step 2 on images Yunlabeled, 363 iMages
(Ypseudo_tabeled) Were added to Yiain, the recognition
accuracy of which is determined by the CNN-FER
model with a probability of more than
0.99.According to step 4, the CNN (Retrain)-FER
model has already been trained using Yiain +
Ypseudo_labeled.  After the second iteration of the
pseudolabeling method, 95 images from Y pseudo_labeled
were added to Yiain. The training set is supplemented
with those images in which the model is 90%
confident. As can be seen from the results of the first
iteration (Fig. 3), the CNN-FER model best
identifies the emotions of happiness, anger,
neutrality, and surprise. The overall classification
accuracy is 76 %. Accuracy for particular classes are
next: surprise — 71 %, fear — 64 %, disgust — 51%,
happiness — 91 %, sadness — 72 %, anger — 64 %,
neutrality — 66 %.

1000
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Fear- 20 25 6 6 9 8 7 800
Disgust- 13 2 46 18 13 13 58
T 600
e
£ Happiness - 23 10 10 1019 30 15 84
=
- 400
Sadness- 8 1 14 25 339 12 78
Anger- 11 6 8 6 5 113 11 200
Neutral - 32 0 il 32 65 7
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Sadness -
Anger -
Neutral =

Predicted label

Fig. 3. Confusion matrix before the

first iteration
Source: compiled by the authors
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In the second iteration (Fig. 4), the CNN
(Retrain)-FER model recorded an improvement in
accuracy for the emotions of surprise (from 71 to 77
%), fear (from 64 to 69 %), sadness (from 72 to 76
%), anger (from 64 to 74 %), and neutrality (from 66
to 71 %).

The recognition accuracy of disgust remained
unchanged, while for the emotion of happiness,
which is the most common in the training sample, it
decreased (from 91 to 86 %).

As a result, general accuracy of the CNN
(Retrain)-FER  model increased by 2 percent
compared to CNN-FER, reaching 78 %.

Accuracy for particular classes are next:
surprise — 77 %, fear — 69 %, disgust — 51 %,
happiness — 86 %, sadness — 76 %, anger — 74 %,
neutrality — 71 %.

Thus, the general conclusion is as follows: the
use of the developed data pseudolabeling method
gives good results in overcoming such shortcomings
of datasets for deep learning of convolutional neural
networks as the lack of data of a certain type, class

imbalance, insufficient data volume for deep
learning, etc.
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Fig. 4. Confusion matrix after the first iteration
Source: compiled by the authors

RESEARCH OF THE IMPACT OF DATA
AUGMENTATION METHODS ON THE
ACCURACY OF IMAGE CLASSIFICATION
USING THE CIFAR-10 DATASET

Data Augmentation is one of the most
fundamental and effective methods for dealing with
the lack of labeled data in computer vision systems.
This approach involves artificially increasing the
size of the training sample by modifying existing
images that preserve the main characteristics of the
object, but at the same time introduce additional
variable representation of the input data.

The special importance of data augmentation is
useful in application areas where collecting new
labeled examples is difficult or impossible, as well
as in tasks where the model must remain robust to
various changes in the external environment, in
particular, noise, lighting variations, changes in
perspective, etc. [23]. Augmentation is of particular
importance in application areas where collecting
new labeled data is difficult or impossible (e.g.,
medical imaging).

The basic idea is to modify the image x via a
transformation function T(-), while preserving the
corresponding label y:

(x, ¥y) = (TKx), y), T €A, 1)

where A is a set permissible transformations .

Classical methods of augmentation: geometric
transformations, rotation, scaling, shifts, horizontal
or  vertical  reflection, color and light
transformations: changing brightness, contrast,
saturation of color shades, adding noise, blurring
[24].

For example, the application of random rotation
can be described as

Trot(x) = Rp - x, (2)

where Ry is the rotation matrix with angle 6.
Adding noise can be described as follows:

x'=x+ ¢ €~N(0, ¢?), (3)

where x is original image (pixel matrix), x' is
augmented image, €is random noise that is added,
N(0,02) is normal (Gaussian) distribution with
mean 0 and variance o2,

The color or brightness of a color can be
described by the following formula:

X =a-x+pB, (4)

where x is the original image (pixel value), x' is the
new image after transformation, « is the contrast
ratio, B is the brightness change (offset). For color
images, this formula is applied to each channel
(R, G, B) separately [25], [26].

Augmentation is an important step in training
machine learning models. Data augmentation refers
to the process of increasing the training data set by
modifying existing data. Data augmentation has
proven to be effective in image classification.
However, there has been little research into the
impact of augmentation on the accuracy of
recognition models.

Given the resources available for image
labeling, augmentation can sometimes be even more
useful for object recognition tasks. Researchers have
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found that data augmentation methods for image
classification can be useful for recognition.
However, such methods provide limited gains in
model accuracy.

There are some of the advanced Augmentation
Methods:

e MixUp: creating new images by linearly
combining a pair of images and mixing the labels
accordingly;

o CutMix: pasting a fragment of one image into
another with recalculation of labels based on the
area of the pasted region;

e AugMix: stochastic combination of multiple
base augmentations with regularization due to
distortion invariance;

e MixUp can be described by the following
formula

f=ﬂ.'xi+ (1 —l)'x]'
y=21-yi+ @A -2y,

where x;, x; are images from the sample, y;, y;are
their labels in the format of one-hot vectors, 1 € [0,
1] is a coefficient that determines the “weight” of
each image, A usually represents the interpolation
weight between two images and a > 0, is a
hyperparameter of the distribution that determines
the variability of A.

Where >0 is a hyperparameter that controls
how much the data is mixed. If a—0, then A is close
to 0 or 1, and the examples are almost not mixed. If
a — 1, then the examples are mixed approximately
equally.

CutMix: replacing a random region of one
image with another is described as follows (formula
for the image itself and the new label):

9?=M-xl-+(1—M)-xj
y=21-yi+ @ -2y,

where x; is the base image, x; is the second image
that is partially inserted, M is a binary mask (a
matrix of 0 and 1) that determines where to leave
pixels from x;, and where to replace them with x;.
yi, and y;are the class labels for the original and
second im ages, respectively. A is the ratio of the
saved area of the image x;to the total area of the
image.

One of the main advantages of augmentation is
its versatility and ease of implementation. Most
modern deep learning frameworks (such as PyTorch
or TensorFlow) have ready-made libraries for
implementing basic augmentation methods , and
specialized tools such as Albumentations or imgaug

®)

(6)

allow you to easily add even the most complex types
of transformations to the training pipeline [27].

In addition, augmentation is an effective tool in
combating overfitting. Due to the constant variation
of input data, the model is not able to simply
"memorize" training examples, but is forced to learn
to detect deep patterns that are resistant to change.

However, it is important to remember that
augmentation is not a one-size-fits-all solution. In
tasks where every detail of an image is critical (e.g.,
medical segmentation), applying certain
transformations can cause distortion of important
features.

In cases of a sharp change in the subject
domain, when the training data is radically different
from the one on which the model will operate in real
conditions, simple augmentations may not be
enough. In such situations, it is necessary to
combine Data Augmentation with other approaches,
including weakly supervised markup or synthetic
image generation [28], [29].

The main goal of the experiment is to
practically evaluate the effectiveness of various data
augmentation methods in image classification tasks
using convolutional neural networks. In particular, it
is investigated how the application of basic and
advanced augmentation techniques affects the
accuracy of the model with a limited amount of
labeled data. As the experimental dataset, which
contains 60.000 color images of 32x32 pixels,
divided into 10 classes (plane, car, bird, cat, deer,
dog, frog, horse, ship, truck). To simulate the data
shortage conditions, only a part of the full set was
used in training (e.g., 10-20 % of the training

samples).
As a basic architecture, a classical
convolutional neural network  with  three

convolutional layers and two fully connected layers
in the output part was chosen. In this experiment,
such augmentation approaches as Random
Horizontal Flip, RandomCrop (random cropping),
Colorlitter (Color distortion) were used.

An experimental study of the impact of data
augmentation on the performance of a convolutional
neural network showed a number of characteristic
patterns that correspond to theoretical expectations
regarding the behavior of models when using
different sample expansion strategies.

Fig. 5 shows the loss graphs of the model (blue
curve — model with augmentation, yellow -
without).

In the initial stages of training (the first 3-4
epochs), the model trained without augmentation
demonstrated higher accuracy in classifying images
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on the test set. This is explained by the fact that in
the absence of augmentation, the model receives
"clean" and predictable training examples that it can
relatively quickly “remember” and begin to correctly
classify similar images on the test set.

In conditions of limited data volume, this
behavior is a typical sign of initial overfitting — the
model adapts to the specific details of the training
set, but its ability to generalize remains low. The
accuracy graphs are shown in Fig. 6.

Training Loss per Epoch

1.75 1
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1.25 A

1.00 1
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Fig. 5. Graph of losses for both models

Source: compiled by the authors
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Fig. 6. Graph of accuracy for both models

Source: compiled by the authors
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To simulate a limited-data scenario, only
10,000 images were randomly selected from the
original 50,000 training examples, while the full
10,000-image test set was used for evaluation.

A lightweight convolutional neural network
(CNN) was implemented, consisting of two
convolutional layers (3x3 kernels, ReL U activations,
batch normalization, and max-pooling), followed by
a fully connected layer with 512 units and dropout (p
= 0.3), and a final classification layer with 10
outputs.

Training was carried out for 10 epochs using
the Adam optimizer with an initial learning rate of
0.001. The batch size was set to 64, and cross-
entropy loss was used as the training objective.

In contrast, in the baseline augmentation
scenario (random reflection, cropping, color shifts),
the model faced a much more complex training
environment. The introduction of noise, geometric,
and color distortions into the training samples
complicates the task for the model, as it can no
longer rely on fine-grained features of the images
and is forced to look for more robust and generalized
features for classification. As a result, in the first
epochs, the accuracy of the augmented model was
lower than that of the baseline.

After 4-5 epochs of training, the accuracy curve
of the augmented model began to catch up, and in
the final epochs, even surpass the result of the model
without augmentation. This indicates the gradual
formation of more stable and generalized features,
which allowed the model to more correctly classify
previously unseen images on the test sample.

This dynamic is direct evidence of the positive
impact of augmentation on the generalization ability
of the model. The final accuracy of the model
trained with augmentation methods is 5% higher
than the accuracy of the model without
augmentation.

It is also worth paying attention to the shape of
the learning loss curves. The model without
augmentation showed a sharp drop in losses in the
first epochs, but later its losses stabilized at a level
indicating the beginning of retraining. At the same
time, the model with augmentation had a smoother
decrease in losses, and the fluctuations in loss were
less pronounced, which also indicates better
resistance to retraining.

In the original technical report introducing the
CIFAR-10 and CIFAR-100 datasets, Krizhevsky,
Hinton, and Nair [30] presented benchmark results
obtained with a variety of classical algorithms.
Specifically, they evaluated k-nearest neighbors
(KNN), support vector machines (SVM), decision

trees, and shallow convolutional neural networks
(CNNs). Their findings showed that even for a
relatively simple task — classifying 10 categories of
32x32 color images — achieving high accuracy was
challenging. Reported results were generally in the
range of 60 %, which highlighted the limitations of
traditional machine learning approaches as well as
the restricted representational power of early neural
network architectures.

It is important to note that at that time,
techniques such as data augmentation or semi-
automatic dataset expansion were rarely used.
Models were trained directly on the raw data, which
significantly reduced their generalization capability
and made them prone to overfitting. In comparison,
our experiment demonstrates that even a relatively
simple CNN architecture, when combined with basic
data augmentation techniques such as random
cropping, horizontal flipping, brightness and contrast
adjustments, can achieve notable improvements.
Despite training on a deliberately limited subset of
CIFAR-10 (10,000 images instead of the full
training set), the augmented model displayed higher
stability during training and achieved test accuracy
that surpassed the baseline numbers reported by
Krizhevsky.

The methods presented in this work are most
effective when applied to moderately sized labeled
where classes that are reasonably balanced. Simple
CNNs or ResNetl8 architectures show good
performance under these conditions. Performance
may degrade on datasets with highly imbalanced
classes. The experiments do not cover very deep
transformer models or high-resolution real-world
datasets, so the findings should be interpreted within
these boundaries.

Practical Application and Future Extensions.
Augmentation strategies discussed in this paper can
be combined with semi-supervised learning
techniques such as pseudo-labeling, FixMatch, or
Mean Teacher to further improve performance on
limited labeled datasets. Additionally, generative
models like GANs can be used to synthetically
expand the dataset, complementing classical
augmentations. This combined approach allows
more robust training while minimizing manual
labeling effort.

Computational considerations should guide the
choice of architecture and augmentation complexity:
start with lightweight CNNs or ResNet18, and scale
to larger models or more extensive augmentations
after initial experiments confirm benefits.

Overall, the experimental results confirmed that
the use of data augmentation and pseudolabeling is
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an effective strategy for improving model quality in
the context of a limited sample of labeled images.

CONCLUSION

The paper considered modern methods for
overcoming the lack of labeled data in computer
vision tasks, in particular, methods of augmentation
and semi-automatic labeling. It is shown that data
augmentation remains one of the simplest and most
effective ways to artificially increase the volume of
the training sample, ensuring the stability of models
to changes in the external environment and reducing
the risk of overtraining. The use of such approaches
as geometric transformations, changing color
characteristics, adding noise or more advanced
techniques (MixUp, CutMix, AugMix) allows the
model to learn on more variable data, which
increases its generalization ability.

Special attention is paid to semi-automatic
labeling methods, among which pseudolabeling
occupies an important place. This approach involves
using a pre-trained model to automatically generate
labels for unknown examples, after which the
resulting pseudolabels are used for further training.
This can significantly reduce the need for manual

labeling of large volumes of data, which is
especially relevant in areas with high cost or
complexity of obtaining labeled examples, such as
medical imaging or remote sensing.

An experiment using CNN on the CIFAR-10
dataset demonstrated the positive impact of
augmentation on classification quality. The results
confirmed that even basic image transformation
methods contribute to improving model accuracy
compared to training on “clean” data.

When datasets are very small, consider GANs
or other generative approaches to synthetically
enlarge  the  dataset  alongside  classical
augmentations, improving model robustness.

This suggests that combining augmentation
with  semi-automatic labeling (in  particular,
pseudolabeling) may be a promising direction for
further research and practical application in
conditions of limited resources for data collection.

Thus, the combined use of different approaches
— from classical Data Augmentation methods to
modern semi-automatic markup strategies — opens
up new opportunities for building more accurate,
robust, and efficient computer vision systems.
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AHOTALIS

VY craTTi cMCTEeMaTH3YIOTHCS MIiIXOOW /IO BHpINIEHHS NMPOOJeMH HecTadi MapKOBaHWX 300pakeHb y Habopax JaHWX Uit
Mozenel TIIMOOKOro HaBUaHHS, SIKi CKJIAJAl0Th OCHOBY CYJacHHX IIpOrpaM KOMITIOTEPHOrO 30py. BoHa oxormniroe Taki MeTomH, sK
TpaHcepHe HaBYAaHHS 3 BHKOPHCTAHHSAM IIONEPEIHHO HAaBUYCHHX MEpeX, clabo KOHTPOIBOBAHI Ta HAIiBaBTOMATHIHI METOIH
MapKyBaHHS, a TaKoX pi3HI cTparerii po3mIMpeHHsS BHOIPKHM NUIIXOM JOMOBHEeHHS nMaHuX. OcoOnmBa yBara NpHALTSETHCS
JIOTIOBHEHHIO JTAaHUX SIK ITHPOKO 3aCTOCOBHOMY Ta TEXHOJIOT1YHO JOCTYITHOMY ITIAXOMy. Y CTaTTi MPEACTaBIEHO eKCIIepUMEHTATBHII
aHaJi3 BIUIMBY Pi3HUX METOMIB JIOMOBHEHHS, BKIIOUAIOYH KIIACHIHI IEPETBOPEHHS, TaKi sIKk o0epTaHHs, BIIOWTTS, TOAABaHHS IIYMY,
Ta cydacHi Meroau, Taki sk MixUp, CutMix Ta AugMiX, Ha HPOXYKTHBHICTb 3rOPTKOBHX HEHPOHHHMX MEpeX Y 3aBIaHHSIX
kiacudikamii 300pakeHb. Pe3ynpTaTH IMOKa3ylOTh, IO HaBiTh 0a30Bi METOIW IOMOBHEHHS MOXYTh CYTTEBO ITOKPAIIUTH
y3arajbHEHHsS] MOJIENI, KOJIM HaBUaJIbHI JaHi 0OMeXeHi, a MOeJHAHHS KUTBKOX CTpareriii Moxke HaOJU3UTHCS 0 TOYHOCTI, JOCSHKHOT
3 TOBHICTIO MapKOBaHMMH HaOopaMu jgaHuX. KpiM TOro, HOCTIJDKEHHS JIOCHIJDKYE 3aCTOCYBAaHHS IICEBIOMapKyBaHHS,
HaIiBaBTOMaTHYHOTO METOIy MapKyBaHHS, 3 akeHToM Ha HaOopi maHux RAF-DB s po3nisHaBaHHsS BUpa3iB o0mM4usl. 3aBISKA
reHepanii BIEBHEHHX IICEBIOMITOK JUIS HEMapKOBaHHX 3pa3KiB, MPOAYKTHUBHICTH MOJENI MOKpaIluiacs Ha JBa BiJCOTKa 3a
3araJbHOI0 TOYHICTIO Ta /IO JAECATH BIJICOTKIB 3a pO3IMi3HaBaHHSAM OKpeMHX KiaciB. Lle migkpeciroe MOTEHIIan ITOoeTHAHHS
JOTIOBHEHHST 3 TICeBJIOMAapKyBaHHSM ISl IIIBUIIEHHS CTIHKOCTI MoOAeNi B CLEHApisfX 3 OOMEKCHUMH MapKOBaHHMH JaHUMHU.
HonatkoBuii excnepuMeHT 3 BukopuctanHsM 06a3oBoi CNN Ha Habopi nganux CIFAR-10 migTBepauB MO3WUTHBHHI BILUIMB
JIOTIOBHEHHS Ha TO4YHICTh Kiacudikanii. Bukopucrani nepeTBOpeHHS BKIIOYANM TOPU3OHTAJIBHE IIEPEBEPTAHHS, BUIIA/IKOBE
Ka/IpyBaHHS Ta KOJIIbOPOBE TPEMTIHHS, 1110 MPU3BENO A0 301IbIICHHS 3arajJbHOl TOYHOCTI Ha I’ATh BiZICOTKIB MOPIBHSHO 3 MOZAEJISIMH,
HaBYEHUMM Oe3 JIONOBHEHHS. Pe3ynbTaT MOKa3ylTh, IO IHTErpamis KIACHYHMX Ta MEPelOBHX METOJIB JIONOBHEHHS 3
HaIliBABTOMaTUYHUM IICEBJIOMapKYBaHHAM 3a0e3liedye NPAaKTH4YHYy Ta e(EKTHBHY CTPATEril0 Ui MOKPALIeHHS NPOXYKTUBHOCTI
rJIMOOKOro HaBYaHHS Ha oOMexeHHX Habopax manux. Lleit koMOiHOBaHMI MMiaXiy OCOOJIMBO LIHHUIA IS peanbHUX 3aCTOCYBaHb, JIe
MapKoBaHi JaHi € OOMEXEHMMH ab0 JOPOrMMHM Ul OTPUMAHHS, JEMOHCTPYIOUHM IEPCHEKTHBHUI HANpsMOK JUIS IMOAAJIBIINX
JIOCITiJDKEHb Ta BIPOBADKEHHS B TAKUX 00JACTSIX, SIK PO3ITi3HABAHHS €MOLIii 00IMyYsl Ta 3araibHa Kiacudikamis 00'eKTiB.
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