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ABSTRACT

The method of selection of text areas on the image of the scanned document from the background is proposed. Text areas of the
image have approximately the same intensity values inside these areas. Therefore, linear filtering and threshold image transformation
are used. Linear filtering allows you to smooth out the intensity values of pixels inside homogeneous areas. In the case of a threshold
transformation, the threshold value is used, which makes it possible to isolate homogeneous areas of the image that make up the text
fragments from the background.A study was conducted on the selection of a threshold value for highlighting homogeneous areas of
text, which showed that the threshold value is better to choose among the pixel intensities at the base of the histogram peak, which
corresponds to the background. It is proposed to select the threshold by the value of the second derivative for the image histogram
after linear filtering. Therefore, the intensity of the local maximum of the histogram, which is closer than the other local maxima to
the right end of the image intensity interval, is chosen as the threshold. For this purpose, an analysis of the histogram of the distribu-
tion of image pixel intensity values is carried out after linear filtering by rows and columns at each step. Testing of the proposed
method of separating textual image areas was carried out for segmentation of textual images of scanned archival newspapers from the
MediaTeam documents database at the University of Oulu (Finland).The proposed method of extracting text fragments from the
background using linear filtering and threshold conversion allowed to improve the quality of selection of these areas compared to the
similar method in the percentage of correct recognition of text areas by 12 %, which is important for the task of image segmentation.
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INTRODUCTION

Today a huge part of the information is stored
in electronic form. Automated search and retrieval
of necessary information is performing using intelli-
gent image processing systems.

In this way one of the problems that arise when
processing electronic archives of scanned documents
is the problem of text recognition. One of the image
processing stages that precede this problem is seg-

problem of processing of a large number of scanned
documents with sufficient segmentation quality aris-
es. Therefore requirements for efficiency of their
processing increase.

Therefore automating of the segmentation of
scanned documents with high segmentation quality
and low processing time is an important problem
when creating electronic archives. To navigate
through images of documents stored electronically,

mentation of the scanned document. Segmentation is
the most important step in the recognition of textual
image regions, which consists in partitioning the
image into regions that are homogeneous on some
feature.

Extracting text from scanned documents images
has many applications for analyzing documents, for
example, searching images by keywords, searching a
document by its contents, page segmentation, ad-
dress location, etc. The rapid development of digital
technologies led to the digitization of a large number
of documents of all categories, including archival
documents of state archives and commercial enter-
prises, libraries, universities, etc. In this way the
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it is necessary to select such structural elements of
the image as text and illustrations.

The aim of the paper is to elaborate a method
for extracting text regions of a scanned document
image in order to improve the quality of segmenta-
tion and the speed of segmentation performance of
images of scanned documents for further processing
and storage.

FORMULATION OF THE PROBLEM

The document image is usually mixed, which
implies the presence of text regions and regions of
illustrations.

The types of illustrations may be different de-
pending on the specific type of document, and usual-
ly they are presented in the form of graphs, photos,
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etc. Text regions contain characters and digits that,
in turn, form words and sentences used to describe
graphic elements of a document image. Extracting
text regions in the image is a difficult problem due
to the fact that the elements that make up the
graphics, such as lines, can have different lengths,
thickness and orientation; various geometric shapes,
such as polygons and circles, can be painted or not
painted. This can lead to an erroneous identification
of these elements as large-sized text characters, for
example, a header. In turn, text components may
vary in font styles and sizes.

The text extraction of the image is one of the
most important stages in the analysis of documents
due to the fact that the text contains basic infor-
mation about the document.

To increase the speed of image processing, the
scanned document image first is segmented into il-
lustration regions on a uniform background and text
regions on a uniform background. This paper solves
the problem of text regions extracting on an image
containing text on a uniform background.

ANALYSIS OF RECENT PUBLICATIONS

There are many methods for text extracting
from images, but all of them are elaborated to pro-
cess certain documents. Such methods for the seg-
mentation of scanned documents images are ana-
lyzed and compared in [1].

In [2], the document image is partitioned into
homogeneous rectangular blocks of fixed size, for
each of which the coefficients of the discrete Fourier
transform are calculated, and then clustering is per-
formed using the k-means method. The result of the
algorithm is two binary masks: for text and for illus-
trations.

In [3] it is assumed that the text is horizontal.
Color image of scanned document is transformed
into a grayscale image. Then the image is partitioned
into blocks, and in each block the coefficients of the
discrete wavelet transform are calculated, then the
boundaries of the text fragments are detected and
non-text fragments are removed.

In [4], for the image blocks, the wavelet trans-
form coefficients are calculated, with the help of
which the network is trained on the basis of the hid-
den Markov model.

In [5], when segmenting images, linear classifi-
ers were used to classify blocks, decision trees were
used in [6], and neural networks were used for
scanned document image segmentation in [7].

In the considered papers, on the basis of the co-
efficients of spectral transforms the features for the
extraction of text are calculated. The use of such

features makes it possible to sufficiently accurately
extract text regions, but calculation of spectral fea-
tures requires a significant time of processing.

In [8], pre-processing is first used to extract text
regions, and then wavelet transform and run-length
coding is used. After that, the image is partitioned
into blocks and a map of illustrations is constructed,
which is refined using the methods of optimization
and image enhancement. This method is character-
ized with a high quality of segmentation however it
has a low speed of segmentation performance due to
the complexity of the calculations.

In [9], the FAST algorithm was used to extract
text regions on images. First, the image is parti-
tioned into blocks and the density is estimated in
each block by counting the number of critical points.
More dense blocks are related to text regions, and
less dense blocks are related to regions of illustra-
tions or noise. Then the connectivity of the blocks
was tested, and they were grouped so as to separate
the text region from the illustration regions. The
quality of extraction of text regions by this method is
quite high, but it is not effective for large fonts.

There are also methods for extracting text areas
that begin processing with text characters, which are
then combined into paragraphs, and columns, until
whole text regions are extracted [9].

Such methods include, for example, the analy-
sis of connected components [11-14]. The pro-
cessing by such methods begins with the analysis of
the smallest objects of the image (usually pixels),
then they are combined into connected components.
In [11], to isolate the connected components, the
image of the document was half toned. The analysis
took into account that the connected components cor-
respond to the characters of the text, usually smaller,
in contrast to the components of the illustrations.

In [12], the connected components were ex-
tracted on a grayscale image of a scanned document
using graph theory. Further, the size of the extracted
connected components was estimated, and then the
threshold classifier was applied. The BESUS method
[14] consists of several modules based on morphol-
ogy. The text is extracted, considering the spatial
relationships between pairs of text strings, which are
identified based on the similarity and distribution of
connected components.

In [15], the image was first half toned. Next, the
connected components were determined, and then
they were classified based on the analysis of the mu-
tual location and properties of the connected compo-
nents. In [16], thresholding, vertical and horizontal
smoothing of the image is performed. Then the
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boundaries of connected components are detected
and connected components were classified. In the
reviewed papers [11-16], processing in the neigh-
borhood of each pixel is used. The proposed in [11-
16] methods process complex shape regions with a
high quality, but such methods take more time to
process the image due to the fact that they first pro-
cesses the neighborhood of each pixel, and then
document fragments.

There are image segmentation algorithms based
on the Voronoi diagram. This approach is based on
the use of centers or extreme points of connected
components, which are called critical points. The
diagram is a partition of the image plane into re-
gions. Each region contains one critical point and is
a set of points of the plane for which this critical
point is closer than the others critical points [17].

In [18], the Voronoi diagram was first used to
solve the problem of segmentation of images that
contain text. The advantage of this segmentation
algorithm is high quality segmentation, but it has a
low speed of segmentation performance because of
the complexity of the calculations.

This paper proposes a technique for extracting
text regions of a scanned document image to reduce
the time of the image processing.

Research methods

At elaborating the algorithm for the extraction
of text components on the scanned document image,
digital image processing methods were used.

Main material

Let the image of the scanned document be rep-
resented as separate images [19], each of which con-
tains only one class of regions such that text on a
uniform background and graphics and photos on a
uniform background. First, the regions of illustra-
tions are extracted from the scanned document im-
age using averaging filtering [20]. Text regions on a
uniform background with the mentioned method
were extracted with an accuracy of 99.4%. There-
fore, this paper discusses a simplified model for pre-
senting an image as text on a uniform background.

In this paper, the representation of an image i
(x, y) containing text on a uniform background is
considered as a structural texture [21] i (X, y), which
describes the spatial organization of text characters t
(x, y) of the image [19]:

Ly|_

> 3(x—1Ax, y—kay), (1)

k=1 1=1

x

i(x,y)=t(x,y)*

where: &, -) isthe delta function;

— AX, Ay are texture parameters that determine
the distance between text characters in the column
and image row, respectively;

— Ly, Ly are texture parameters that determine
the number of characters in a column and image
row;

— “*” js a convolution operator;

—1(x, y) is the function of changing the intensity
of pixels of a text symbol in spatial coordinates X, y,
the value of this function varies from one symbol to
another.

The regions of the image containing the title
and the regions containing the main text have the
same pixel intensity and differ in the size of the text
characters and the distance between them. There-
fore, the following inequalities are true:

AXy = AX| > X s [AY =AY > Viin (D)

where: Axn, Ay, are the distances between the char-
acters of the main text in the image column and row
respectively;

— AXn, Ay are the distances between the charac-
ters of the title text in the image column and row
respectively;

— Xmin, Ymin are the model parameters which de-
pend on the size and type of character font.

The following characteristics are described in
the model of representation of the image containing
the text. These are the distance Ax between the char-
acters of the text, and the distance Ay between the
lines of the text which differ from each other. These
characteristics are the defining parameters when
processing the rows and columns of the image.

Further on the image it is necessary to extract
text regions. To this end, it is proposed to use linear
filtering and thresholding. In this case, linear filter-
ing is a kind of preprocessing that allows taking into
account the structural features of homogeneous re-
gions and smoothing the image intensity values in-
side them.

We assume that the region are homogeneous if
the pixel intensity values within this region are in the
neighborhood of some parameter ¢ At the thre-
sholding the defined threshold is compared with the
intensity values of the smoothed image. This allows
extracting homogeneous regions of the image con-
taining the same intensity values. In Fig. 1 a diagram
of the proposed method for extracting scanned doc-
ument image regions containing text fragments is
shown. Consider the technique in more detail.
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Scanned document image
with removed regions of
illustrations

¥

Low-pass filtering by rows

]

Selecting a threshold using the histogram

i

Thresholding

i

Low-pass filtering by columns

i

Selecting a threshold using the histogram

¥

Thresholding

i

Filtering of connected components

]
/ Segmented image /

Fig. 1. The scheme of extraction of text regions of

the scanned document image
Source: compiled by the author

Therefore, when processing an image of a
scanned document containing text on a uniform
background, first filtering is performed by rows (Fig.
2 b), and a thresholding is applied to the result (Fig.
2¢). Then linear filtering is performed on the col-
umns of the image which was obtained as a result of
the thresholding at the previous step, and the thresh-
olding is again performed (Fig. 2d,e). The linear
filter mask was chosen empirically depending on the
font size of the image, i.e., depending on the values
of AX,, Ayn, Axn, and Ayn, and was a sequence of
units of length from 25 to 50.

To select the threshold with which homogene-
ous regions of the text are extracted, several re-
searches have been performed. The meaning of the
threshold value is to split the image into regions of
pixels of light intensities corresponding to the back-
ground and regions of dark intensities corresponding
to the text. The text region is a set of those pixels
whose intensity is below the threshold value, name-
ly, 1 (x, y) <T, and the background is the set of other
pixels whose intensity exceeds the threshold value,
as follows I (x, y)>T.

e
Fig. 2. Extraction of text regions on the
image of the scanned document:
a — the original image; b — result of linear filtering by
rows; ¢ — the result of the thresholding after filtering
by rows; d-result of linear filtering by columns;
e —the result of the thresholding after filtering by

columns
Source: compiled by the author

The selecting of the threshold is an important
step in the processing of the algorithm. Selecting too
small a threshold value does not ensure the extrac-
tion of text regions from the background, and vice
versa, a too large threshold value causes the algo-
rithm to miss fragments of characters and they are
removed from the image.

Consider the selecting of threshold in more de-
tail. We construct a histogram of the image obtained
after linear filtering by image rows, which we smooth
by applying a Gaussian filter. Then a logarithmic
transform is applied to the smoothed histogram using
the natural logarithm function [22]. A unit is added to
the values of the transformed histogram (Fig. 3a).
This is necessary in order to increase the contrast of
the histogram peaks. Then we construct a histogram
of the image obtained after linear filtering by the col-
umns of the image, and apply the same operations to
it as described above (Fig. 3b).

Note that the obtained histogram contains a peak
in the area of light intensities. This peak corresponds
to the background. The histogram also contains peaks
in the area of dark intensities corresponding to the
textual region of the image. In the area of dark inten-
sities there are several peaks, since after linear filter-
ing the range of intensities that correspond to the
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symbols of the text extends. They correspond to the
local maxima of the image histogram.

A
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Transformed histogram values
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Fig. 3. Transformed image histogram after image
linear filtering:

a—in rows; b —in columns
Source: compiled by the author

Many segmentation methods use the Otsu
method to select the threshold value by the histo-
gram [23]. The idea of the method Otsu is to deter-
mine the threshold between the two classes in such a
way that the variance of the intensity distribution
within the classes is minimal. At the same time, min-
imizing the intraclass variance is equivalent to max-
imizing the interclass variance.

Research has shown that if selecting text regions
on a uniform background using the threshold obtained
by the Otsu method then it appears undervalued. This
can be explained by the fact that linear filtering leads
to smoothing of homogeneous text regions, and
smoothing of individual characters of the text region
leads to blurred boundaries of this region. Therefore,
it was concluded that the use of the threshold calcu-
lated by the Otsu method is inexpedient.

It was empirically found that to extract a text
region on the image after smoothing individual char-
acters, the threshold value is better to choose among
the pixel intensities at the base of the transformed
histogram peak, which corresponds to the back-
ground (Fig. 4).

Research has shown that at the base of the peak
of the transformed histogram, the rate of change of

the slope of the curve corresponding to this function
is high. It is known that if the rate of change of the
slope of the curve at some point is maximal, then the
value of the second derivative of the function corre-
sponding to this curve is also maximal at such a point.

1

Background/ﬂ:/ |

Object Threshold—!

0.75
07

0.65

Transformed histogram values

0.6

0.55
0

5I0 160 150 260 ’2.;\0
Pixel intensity value
Fig. 4. Threshold selecting for extracting text
regions
Source: compiled by the author

Therefore, the histogram was twice differentiat-
ed as a function of the frequency of appearance of
intensity values from these values. Then the maxi-
mum of the values of the second derivative will de-
termine the value of the pixel intensity at the base of
the peak of the histogram corresponding to the
background, which we estimate.

Therefore, as the threshold, the intensity of the
local maximum of the second derivative of the his-
togram was selected, which is closer than the other
local maxima to the right end of the image intensity
interval. In Fig. 4 is shown a histogram after a loga-
rithmic transform of the contrast increasing of the
histogram peaks and unit adding. This threshold was
used to extract the text region of the image.

After the thresholding the resulting binary im-
age contained small, separately located white re-
gions corresponding to the background (Fig. 2e).
Such fragments negatively influence on the quality
of extraction of text regions on the image of the
scanned document. Therefore, the filtering of con-
nected components was applied to the resulting im-
age. For this, connected components of pixels were
found with a degree of connectivity equal to 8. A
component of pixels is considered connected if for
each pixel from this component there is a neighbor
pixel from the same component [24].

In our case, with a degree of connectivity equal
to 8, there are pixels whose neighbors are all pixels
adjacent to the pixel being analyzed, that is, from
above, below, to the left, to the right and diagonally.
Let Y be a connected component from the set A con-
tained in the image I' (x, y). In each connected com-
ponent Yi, i = 1 ,..., K, where K is the number of
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connected components, there are components corre-
sponding to the background, and their size d; is cal-
culated, i.e. the number of pixels belonging to this
component. If the size of a specific component d; <
T', where T' is a threshold, then the pixel intensities
of the component Y; are set equal to 0, i.e. this com-
ponent is filled with pixels corresponding to the text.

As a result, we obtain a segmented image,
where the black blocks correspond to the text frag-
ments of the original image (Fig. 5c).

il

Fig. 5. The result of the extraction of text
regions on the image of the scanned
document:

a — the original image; b — result after low-pass
filtering and thresholding; ¢ — the result of the

filtering of connected components
Source: compiled by the author

The original scanned document image with al-
ready extracted regions of illustrations, containing
text on a uniform background is shown in Fig. 5a.
After linear filtering and thresholding, we obtain an
image with extracted text regions, but containing
small white components corresponding to the back-
ground (Fig. 5b). Filtering of connected components
allows processing the neighborhoods of the pixels of
the text and filter out the background pixels, thereby
obtaining extracted text regions of the image of the
scanned document (Fig. 5c).

To estimate the quality of the extraction of text
regions of scanned document images of using the
proposed technique, images of articles and journals
from the database of documents by MediaTeam Ou-
lu [25] were used.

Documents from the database [25] contain text
and/or illustrations such as headings, main text,
graphics, and photographs. Related images are
scanned in high quality 300 dpi, and are 3200 x
2300 pixels in size.

To extract text regions in the image, 60 test im-
ages of scanned documents were selected after pro-
cessing by the segmentation method, which sepa-
rates the regions of illustrations from the text and
background regions [20].

Experimental research was performed using an
Intel Core i5-3210 processor, 2.5 GHz CPU, 6 GB
memory, and Windows 7 operating system, 64-bit.

a

The experiment results were compared with the re-
sults of the segmentation method by Erkilinc M.S. et
al. [8]. The use of this method allows obtaining high
quality image segmentation, and also has a suffi-
ciently high speed of segmentation performance.
The technical characteristics and the system charac-
teristics used for the experiment [8] correspond to
the technical and software characteristics of this re-
search.

The examples of original images with already
removed regions of illustrations, on which text re-
gions should be extracted, are shown in Fig. 6a, and
the ground-truth segmentation results for these im-
ages are shown in Fig. 6b. The results of the extrac-
tion of text regions on the scanned document images
using linear filtering and thresholding are shown in
Fig. 6¢. Text regions are marked in dark gray, back-
ground is white.

e

Fig. 6. The results of the text regions extraction on
scanned document images: a — original images; b —
ground-truth segmentation results; ¢ — the results of

the text regions extraction
Source: compiled by the author

The quality of the extraction of text regions on
the image using linear filtering and thresholding and
the method of image segmentation of Erkilinc M.S.
et al. [8] was estimated using a confusion matrix
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[26]. These methods were used to segment images
into 2 classes, so the confusion matrix has a dimen-
sion of 2x2. The rows of the matrix correspond to
the ground-truth class labels for the pixels of images.
The columns of the confusion matrix correspond to
class labels obtained using the researched segmenta-
tion method.

The elements of the confusion matrix show
what percentage of the image pixels corresponding
to the ground-truth class are assigned to the class of
pixels determined by the researched method and
were calculated as follows:

— pixels of the background regions are classi-
fied as background pixels. This is the percentage of
pixels assigned to the non-text regions in the seg-
mented image and in the ground-truth segmentation
image relative to the total number of pixels corre-
sponding to non-text regions in the ground-truth
segmentation image;

— pixels of a text regions are classified as text
pixels. This is the percentage of pixels assigned to
the text regions in the segmented image and in the
ground-truth segmentation image relative to the total
number of pixels corresponding to the text regions in
the ground-truth segmentation image;

— pixels of the background regions are classi-
fied as pixels of the text region. This is the percent-
age of pixels assigned to non-text regions in the
segmented image and assigned to text regions in the
ground-truth segmentation image relative to the total
number of pixels corresponding to the text regions in
the ground-truth segmentation image;

— pixels of a text regions are classified as pixels
of background. This is the percentage of pixels as-
signed to text regions in the segmented image and
assigned to non-text regions in the ground-truth
segmentation image relative to the total number of
pixels corresponding to the non-text regions in the
ground-truth segmentation image.

The averaging results of the segmentation quali-
ty estimation for all examined test images for the

proposed method and the Erkilinc M.S. et al. seg-
mentation method are shown in Table 1.

Table 1.The averaging results of the segmentation
quality estimation and time of processing for the pro-
posed method and the analyzed segmentation method

Image Segmen- | g irinc M.S. et
tation using lin- :
Class label ear filterin al. segmentation
9 | method [5]
Text 90,0 % 88 %
Background 89 % 97 %
Time of 2,335 145
processing

Source: compiled by the author
Conclusions and future research

The results show that the proposed method of
extracting text regions on an image using linear fil-
tering and thresholding compared to a similar known
method [8] is 2 % higher in the percentage of correct
segmentation of text regions. Background regions
are segmented by the proposed method about 7 per
cent lower than this obtaining by known method [8].

The inaccuracy of segmentation using the pro-
posed technique was that small areas of text can be
erroneously defined as background due to the fact
that the boundaries of text characters are very
blurred after using linear filtering. The proposed
method for extracting text regions reduces the aver-
age image processing time compared to the segmen-
tation method of the authors Erkilinc M.S. and oth-
ers almost 6 times.

Further research may be aimed at improving the
quality of the extraction of text regions compared to
the ground-truth segmentation due to the assumption
that the extracted regions of the text are rectangular,
as is done when extracting the illustrations on the
image in [20].
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AHOTAIIA

3amponoHOBaHO METOIUKY BUALJICHHS TEKCTOBHUX 00JacTeil Ha 300paXeHH] BiICKAHOBAHOTO JTOKyMeHTa 3 (oHy. TekcToBi 00-
nacTi 300paykeHHsT MAOTh NMPHOIN3HO OAHAKOBI 3HAYCHHS IHTEHCHBHOCTI BCepenHi IuxX obnacteil. ToMy BUKOPHCTOBY€EThCS JIiHIH-
Ha QiIpTpamis i HOpOroBe NmepeTBOpeHHs 300paxeHHs. JliHiliHa (QiApTpaLis J03BOJISE 3TIAAUTH 3HAYEHHS IHTEHCUBHOCTI MIKCENiB
BCeperHI OMHOPIgHUX obnacteil. [Ipy mOporoBoMy mepeTBOPEHHI BUKOPHUCTOBYETHCS 3HAYEHHS MOPOTa, SKE TO3BOJSE BUIUIHTH
oHOPixHI 001acTi 300paXKeHHs, IO CTAHOBIATH TEKCTOBI (parMeHTH, 3 (oHy. [IpoBeaeHO mocTiKeHHS BHOOPY MOPOTOBOTO 3HA-
YeHHs JUIsl BUAUICHHS OJHOPITHUX obliacTed TEKCTy, sKe MOKa3allo, 0 3HAYeHHs [opora Kpaile BUOMpaTH cepel IHTeHCHBHOCTE
IKCeNiB y MiZCTaBi MKy TicTOrpamMu, sSKUH BinmoBinae GoHy. Bubip mopora 3amponoHOBaHO 3/IHCHIOBAaTH 3a 3HAYECHHSIM JApYroi
MOXiZHOT JUIsl TicTorpaMu 300paxkeHHs Mmicis JiHiHHOT ¢inpTpanii. ToMy B sIKOCTI mopora BUOHpaeThCsl 3HAYESHHS IHTEHCHBHOCTI
JIOKJIBHOTO MaKCUMyMY TiCTOTpaMH, KM 3HAXOANTHCS ONVDKYe IHIIMX JIOKaJbHUX MAaKCHMYMIB JI0 ITPABOTO KiHII iHTEepBay iHTe-
HCHBHOCTEH 300pakeHHs. [ 1[bOrO MPOBOIUTHCS aHANI3 TiCTOTpaMH PO3IOILUTYy 3HAUYEHb IHTEHCHBHOCTI MIKCEINB 300pakKeHHS
TTCIIS JTiHIAHOT (QUTBTpaIil IO psIKax i Mo CTOBIMIAX Ha KOKHOMY Kpolli. Anpo0allisi 3arpoIoHOBaHOT METOTUKH BHIUICHHS TEKCTO-
BUX o0OyacTeil 300pakeHHs MPOBE/IeHa sl CETMEHTAIIl TEKCTOBUX 300paKeHb BiJICKAHOBAHMX apXiBHUX Ta3eT 3 0a3W JaHHX JOKY-
meHTiB MediaTeam yniBepcutery Oyiy (PiHIsSHLIIA). 3aponoHOBaHA METOANKA BUAIICHHS TEKCTOBUX ()parMeHTiB 3 (OHY 3 BHKO-
pHCTaHHSM JIiHIHHOT QiNbTpalii Ta HOPO-TOBOrO MEPETBOPEHHS J03BOJIMIIA HiIBUIIUTH SKICTh BUIUJICHHS LIUX 001acTell y MOpiBHIH-
Hi 3 aHAJIOTIYHUM METOJIOM 32 BiJICOTKOM MPaBHIEHOTO PO3Mi3HaBaHHs obyiactell TeKCTy Ha 12%, 110 aKkTyaJbHO AU 3a1a4i CerMeH-
Tarii 300pakeHb.

KurouoBi ciioBa: cermenTanist 300pakeHb; TEKCTOBI 00J1aCTi; BiICKAHOBAaHUI JOKYMEHT; JiHiiHa (inbTpanis; oOpobdka
300pakeHb
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AHHOTADIMUA

IpennoxeHa METOANKA BBIACICHUS TEKCTOBBIX obacTeil Ha M300paKEHHH OTCKAHMPOBAHHOTO NOKYMeHTa u3 ¢oHa. Tekcro-
BbIe 00JIACTH HU300pa)XeHHsI UMEIOT MPUOIN3UTENFHO OJMHAKOBBIC 3HAYEHHs MHTEHCUBHOCTH BHYTPH 3TuX obmnactei. [loatomy mc-
HOJIB3YeTCsl JIMHEeHHash QUIbTPalUs U IOPOroBoe npeodpasoBaHue M3o0paskeHus. JInHeitHas QUIbTpalys MO3BOJISET CIIaAUTh 3Ha-
YEeHHs WHTEHCUBHOCTH ITUKCENeil BHYTPH OIHOPOIHBIX obOnacteil. [Ipu moporoBoM npeoOpa3oBaHHH MCHONB3YETCsl 3HAUCHUE TT0PO-
ra, KOTOpOe M03BOJISIET BEIJEINTH OJJHOPOAHBIE 00JIACTH H300paKEeHHsI, COCTABIIIONIIE TEKCTOBEIE (pparMeHTHl, 13 (oHa. [IpoBeneHo
HCCIIeIoBaHUEe BHEIOOpA ITOPOTOBOTO 3HAYEHHMS UIS BBIJEIEHHS OMHOPOIHBIX OOJlacTel TeKcTa, KOTOpOEe ITOKa3aylo, YTO 3HAYEeHHE

1opora JiydIiie BbIOMpaTh Cpeu HHTCHCUBHOCTEH MUKceneil B OCHOBaHHHU IMKa THCTOTPaMMBI, KOTOPBIH COOTBETCTBYeT (oHY. BbI-
60p Topora NpeayoKeHO OCYIIECTBIITH 0 3HAUYSHUIO BTOPOH IPOM3BOAHON IJISI THCTOTpaMMBI M300pa’keHUs MOCIe JUHEHHOH
¢mnbTpanmy. [ToaToMy B kKauecTBe 1mopora BeIOMpaeTcs 3HaYeHHe HHTEHCUBHOCTH JIOKAJIBHOTO MaKCUMyMa THCTOIPaMMBI, KOTOPBIH
HaXOAUTCS OJMKe OCTANBHBIX JIOKAJIGHBIX MakKCHMyMOB K ITPaBOMY KOHIy MHTEpBala MHTEHCHBHOCTEH m3o00paxkeHus. /st sToro
MIPOBOJUTCS aHAJHM3 THCTOTPAaMMBI paclpe/ieNieHUs] 3HaUeHNII HHTEHCUBHOCTH IHMKCeNed M300pakeHHs! Tocie JIMHeHHOH (puibTpa-
LIUH 110 CTPOKaM U IO cToJ0IaM Ha KaXIOM Imare. AnpoOanus NpeaiokeHHO METOUKH BhIIEJICHHS TEKCTOBBIX 001acTel n3obpa-
XKEHUS TIPOBEJICHa AN CEIMEHTALMH TEKCTOBBIX M300pa)KeHHIl OTCKAaHMPOBAHHBIX APXUBHBIX Ta3eT M3 0a3bl JaHHBIX JTOKYMEHTOB
MediaTeam ynuBepcurera Oyny (Ounnsuaus). [IpemnoxeHHas MeTOUKa BbIICICHHsI TSKCTOBBIX (parMeHTOB U3 GOHA C UCIIOTb-
30BaHUEM JIMHEHHON (DMIIBTPALMK U IIOPOTOBOTO MPE0Opa3oBaHMs IO3BOJIMIIA MOBBICUTh KaYECTBO BBIIEICHUS 3THX 00JACTeH MO
CPaBHEHHMIO C aHAJOTHYHBIM METOJOM IO HPOIEHTY NPaBIJIBHOIO paclo3HaBaHUs obOnacTed Tekcra Ha 12 %, 9TO aKTyalbHO IS
3a7a4u CerMeHTaIuN N300paskeHUH.

KnioueBbie c10Ba: cerMeHTanusi H300payKeHUH; TEKCTOBEIE 00JIaCTH; OTCKaHUPOBAHHBIN JOKYMEHT, JIMHEHHas (QuibTpars,
06pabdoTka n300pakeHui

ABOUT THE AUTHORS

Alesya Vladimirovna Ishchenko, Senior Lecturer of Department of Applied Mathematics and Information Technologies, Odessa
National Polytechnic University, 1, Shevchenko Avenue. Odessa, 65044, Ukraine

alesya.ishchenko@gmail.com. ORCID ID: 0000-0002-7882-4718

Research field: Artificial Intelligence, Image Processing, Neural Networks

Anecs Bragnmuposna Mmenko, crapmmii npenonasatens kadenps! [Ipukia ol MaTeMaTHKH 1
UH(OPMALMOHHBIX TEXHOJIOTUI HHCTUTYTa KOMIBbIOTEPHBIX cucTeM. OJIECCKUI HAMOHAIBHBIA NOJIMTEXHUYECKUI YHUBEPCUTET, TIp.
[eBuenko, 1. Onecca, 65044, Ykpanna

Marina Vyacheslavovna Polyakova, Doctor of Technical Sciences, Associate Professor Department of Applied

Mathematics and Information Technologies, Odessa National Polytechnic University, 1, Shevchenko Avenue. Odesa, 65044, Ukraine
marina_polyakova@rambler.ru. ORCID: http://orcid.org/0000-0002-1597-8867

Research field: Artificial Intelligence, Wavelet Analysis, the Theory of Distributions

Mapuna BsiueciaBoBna IlosisikoBa, JOKTOp TeXHUY. HAyK, 1oUEeHT Kadenpsl [IpukiagHoil MaTeMaTHKK
1 HHOOPMALOHHBIX TeXHOIOTHI. OecCKHil HAIMOHATIBHBIN MOJTUTEXHUYECKU yHuBepcuTeT, mp. Llleuenko, 1. Onecca, 65044,
Yxpauna

Alexandr Gennadievich Nesteryuk, Candidate of Technical Sciences, Associate Professor Department of Computer Systems,
Odessa National Polytechnic University, 1, Shevchenko Avenue. Odesa, 65044, Ukraine

nesteryuk@opu.ua. ORCID: http://orcid.org/0000-0002-0806-8259

Research field: Discrete-Continuous Systems; Discrete-Continuous Nets, as well as their Properties; Continuous, Discrete, and
Hybrid Petri Nets; Hybrid Systems; Neural Networks; Artificial Intelligence; Software Development

Anexcanap I'ennaauesnu HecTeprok, KaHauiaT TeXHUY. HAYK, JOUEHT Kadeapsl KOMIBIOTEPHBIX CHCTEM.
Onecckuit HallMOHAJBHBIH TONMUTEXHNYECKHiT yHuBepcuTerT, 11p. IlleBuyenko, 1. Onecca, 65044, Ykpanna

ISSN 2617-4316 (Print) Systems analysis, applied information 215
ISSN 2663-7723 (Online) systems and technologies


http://orcid.org/0000-0002-7882-4718
mailto:marina_polyakova@rambler.ru
https://www.scopus.com/redirect.uri?url=http://www.orcid.org/0000-0002-1597-8867&authorId=36608826600&origin=AuthorProfile&orcId=0000-0002-1597-8867&category=orcidLink
http://orcid.org/0000-0002-0806-8259

