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ABSTRACT 

The need for the rapid and safe analysis of areas affected by emergencies is driving the search for innovative approaches in the 
field of autonomous systems. One such solution is the use of swarms of unmanned aerial vehicles to scan territories. This study 
presents a hybrid approach to the dynamic control of swarms of drones, combining self-organisation mechanisms based on ‘swarm 
chemistry’ with the optimisation of global parameters using an evolutionary algorithm. The proposed multi-level swarm 
reconfiguration module allows the behaviour of individual agents and the entire formation to adapt in response to environmental 
changes. A clustering module has been implemented to divide the scanning area into subregions, as well as a route planning system 

that considers the scanning width of each individual drone. To effectively distribute zones between agents, a proportional algorithm is 
employed that considers the functional capabilities of each device. Simulation results showed a reduction in mission execution time of 
more than twofold and an increase in the stability of swarm behaviour, even under conditions of heterogeneous composition and partial 
agent loss. This approach has significant application potential in emergency monitoring, victim search and damage assessment. This 
study formulates the architecture of a dynamic swarm reconfiguration system that can adapt to environmental changes in real time. 
This approach ensures the system’s flexibility and stability when performing tasks in difficult conditions. Further development of the 
model involves integrating machine learning methods to enhance adaptability and expanding to three-dimensional space to improve the 
accuracy and realism of simulations. 
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chemistry. 

For citation: Kozlov M. S., Shvets Y. O. “Heterogeneous swarm complex multilevel reconfiguration based on Swarm Chemistry”. Applied 

Aspects of Information Technology. 2025; Vol. 8 No. 2: 147–161. DOI: https://doi.org/10.15276/aait.08.2025.10 

 

INTRODUCTION 

In modern conditions, society is increasingly 

facing challenges arising from man-made, natural 

and anthropogenic emergencies (Fig. 1). Large-scale 

fires, earthquakes and the destruction of 

infrastructure resulting from military action or 

accidents at critical infrastructure facilities require a 

rapid response, which is primarily dependent on the 

prompt receipt of reliable information about the 

affected area. 

However, human involvement in such operations 

often poses critical risks to life due to toxic 

emissions, radiation contamination, landslide threats or 

combat operations. 

This creates a need for autonomous aerial 

reconnaissance technologies that can scan terrain with 

minimal risk to personnel [1]. One of the most 

promising areas is the use of swarm systems based on 

unmanned aerial vehicles (UAVs). 

Multi-level drone complexes demonstrate a 

high level of adaptability, scalability, and fault  
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tolerance due to decentralised control, self-

organisation, and flexible reconfiguration 

capabilities [2]. 

A literature review published in International 

Transactions in Operational Research, among 

numerous other studies, highlights the key role of 

drones in emergency response. These studies 

emphasise the ability of drones to quickly cover 

large areas, thereby minimising risks to rescuers and 

improving the accuracy of real-time data collection. 

This reaffirms the need for effective algorithms to 

coordinate and reconfigure swarms when scanning 

complex environments. The swarm approach is now 

widely recognised in scientific literature as the 

architectural foundation for emergency response 

systems, particularly for scanning large open areas 

and rapidly detecting objects of interest. This creates 

a need for autonomous aerial reconnaissance 

technologies capable of scanning terrain with 

minimal risk to personnel. One of the most 

promising areas is the use of swarm systems based 

on UAVs. Thanks to decentralised control, self-

organisation, and the ability to reconfigure flexibly,  
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Fig. 1. Global number of reported disasters by size, 1900 to 2023 
Source: compiled by the https://ourworldindata.org/grapher/natural-disasters-by-yearly-impact 

drone swarms demonstrate a high level of 

adaptability, scalability, and fault tolerance [3]. 
At the same time, the effectiveness of such 

systems depends largely on the configuration of the 

swarm – that is to say, the spatial arrangement of the 
drones within the scanning area.  

This determines: 

 the degree of coverage density; 

 load uniformity; 

 the speed at which the mission is executed; 

 the extent of overlap or gaps. 

Incorrect configuration can lead to duplication 
of efforts, reduced observation quality, increased 

mission time and energy overconsumption. Dynamic 

reconfiguration, which involves changing the 

formation during task execution when the swarm is 
heterogeneous, is particularly challenging. In such 

conditions, traditional centralised or rule-based 

approaches lack the necessary flexibility. Some 
studies, in particular [4], propose combined 

architectures using automata for dynamic swarm 

configuration aimed at achieving maximum 
coverage. However, these approaches mostly focus 

on modelling general movement structures, leaving 

the task of optimising reconfiguration to take 

individual drone parameters (e.g. scanning width) 

into account unresolved. 
Modern approaches to swarm reconfiguration 

include: 

 rule-based systems with fixed behaviour 

rules [5]; 

 global optimisation algorithms like particle 
swarm optimization (PSO) [6], ant colony 

optimisation (ACO) [7]; 

 hybrid schemes incorporating reinforcement 

learning components [7], [9]. 
However, without the necessary improvements, 

these methods have the following limitations: 

 poor adaptation to real-time environmental 

changes; 

 excessive computational complexity; 

 predominance of static planning strategies; 

 inefficiency in the event of partial agent 

loss. 
The problem is further complicated by the fact 

that most swarm architectures are oriented towards a 

single control point or a single-level interaction 
model. However, recent studies have proposed 

multi-level architectures that allow planning, 

analysis and reconfiguration functions to be 
distributed between different components (e. g. 
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swarm nodes, operators and wombs). Such a model 

is more relevant for multifunctional systems [10]. 

This work focuses on spatially adaptive 
reconfiguration of a swarm to efficiently scan a 

given territory, without complicating recognition 

roles or high-level strategies. 

Multi-level models also introduce greater 
system resilience, as decision-making no longer 

relies on a single point of failure. In dynamic or 

adversarial environments, this decentralisation can 
be critical to maintaining operational continuity. 

It should also be noted that existing solutions 

have not sufficiently addressed the issue of conflicts 
between drone trajectories, particularly when the 

same routes or parts of routes are traversed multiple 

times [11]. Works modelling a similar problem in 

graph form propose methods for sequentially 
modifying the search space by blocking arcs or 

vertices occupied by agents that have already laid 

out a route. One such approach is based on the 
sequential application of Dijkstra’s algorithm with 

dynamic graph restructuring to avoid conflicts 

between agents and has the potential to be applied to 

multi-drone scanning systems [12]. The problem is 
further complicated by the fact that most swarm 

architectures are oriented towards a single control 

point or single-level interaction model. Recent 
studies propose multi-level architectures that 

distribute planning, analysis, and reconfiguration 

functions between different components (e.g. swarm 
nodes, operators, and wombs). Such a model is more 

relevant for multifunctional systems [2], [10]. This 

work focuses on spatially adapting the 

reconfiguration of a swarm to efficiently scan a 
given territory without complicating recognition 

roles or high-level strategies. 

Another important aspect of swarm 
reconfiguration is context-awareness – the ability of 

the system to interpret local environmental data 

(such as terrain obstacles, weather conditions, or 
dynamic no-fly zones) and use this information to 

adjust swarm structure or behaviour. Integrating 

onboard sensors and real-time communication 

allows drones to locally assess the feasibility of a 
route or scanning area, improving both safety and 

effectiveness. For example, in mountainous or 

forested regions, maintaining a uniform scanning 
pattern without context adaptation can lead to 

inefficient coverage or potential collisions with 

obstacles. 

In addition, recent research has begun exploring 
the use of heterogeneous swarm configurations, 

where drones with different capabilities (e.g., flight 

time, sensor resolution, and communication range) 

cooperate in the same mission. In such scenarios, 

assigning roles and positions dynamically based on 

drone capabilities becomes essential for system 
performance. Heterogeneity not only increases task 

flexibility but also introduces additional complexity 

in planning, as configurations must consider load 

balancing, communication integrity, and role-
dependent constraints. Solutions that can incorporate 

these variations in real time offer a significant 

advantage over static or homogeneous models. 
Therefore, it is important to create an effective 

and scalable reconfiguration algorithm to ensure the 

following: 

 coverage of any territory with a configurable 
coverage percentage; 

 minimisation of overlap; 

 reduction of mission time; 

 adaptation to configuration changes in real 

time. 

ANALYSIS OF LITERARY DATA 

Existing approaches to reconfiguring swarm 
systems can be categorized based on their flexibility, 

adaptability, and complexity.  

Currently, the most common approaches are 
based on: 

 predefined rules (rule-based); 

 swarm optimization algorithms (PSO, 

ACO); 

 a combination of optimization algorithms 

and reinforcement learning (RL) methods. 
Rule-based systems are widely used for tasks in 

relatively stable environments where scenarios are 

predictable. These systems operate using 'if-then' 

logic, ensuring low computational costs and 
predictable drone behaviour. They are effective for 

routine missions such as monitoring known objects 

or mapping flat terrain [13]. 
However, their main disadvantage is their 

inability to adapt to dynamic conditions. If 

environmental conditions change suddenly (e.g. the 

appearance of obstacles or the unpredictable 
geometry of the area), these systems are unable to 

adjust the swarm's strategy or configuration. 

Consequently, areas with duplicate scanning, ‘blind 
spots’, or inefficient drone usage arise. 

A modern example of a rule-based system for 

managing a swarm of UAVs is the Multi-Objective 
O-Flocking (MO O-Flocking) model, which was 

developed by [14]. This model combines classic 

flocking architecture with physical-virtual laws and 

multi-criteria rule tuning based on adaptive 
parameters.  
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The MO O-Flocking model has a four-level 

architecture: 

1) the sensor layer receives data from the 
drones' built-in sensors; 

2) the decision layer applies rule-based logic to 

the current input data; 

3) the action layer updates the flight speed and 
direction according to the calculated vectors; 

4) evolutionary layer uses the ISPEA2 

(Improved Strength Pareto Evolutionary Algorithm 
2) algorithm to optimise rule parameters. 

The behaviour of each agent is described by a 

set of forces influencing its speed change: repulsion, 
alignment, attraction, target orientation and obstacle 

avoidance. 

This model is highly flexible thanks to its 

extensive range of configuration parameters. It also 
enables you to customise the behaviour of the swarm 

by taking target orientation, obstacle avoidance and 

swarm cohesion into account.  
However, MO O-Flocking models have the 

following disadvantages: 

 high configuration complexity due to the 

presence of 20 parameters, requiring significant 

computing resources; 

 interdependence of parameters, whereby 

changing one parameter can significantly affect the 

behaviour of the entire system, complicating the 

interpretation of results; 

 homogeneity of agents, which limits the 
model's suitability for tasks involving variable drone 

functionality. 

One partial solution to the shortcomings of rule-
based approaches, such as MO O-Flocking, is to use 

hybrid methods that combine PSO with 

reinforcement learning (RL) [15], [16]. One such 

approach is the PSO-M3DDPG algorithm, which 
was proposed in 2024 for pursuit and evasion tasks 

in multi-agent UAVs systems [17]. 

The PSO-M3DDPG algorithm combines the 
global search capabilities of PSO with the local 

optimisation capabilities of the Mini-Max Multi-

Agent Deep Deterministic Policy Gradient 
(M3DDPG) algorithm. The aim of this approach is 

to improve the navigation of a swarm of UAVs in 

pursuit of evasive targets by learning effective agent 

strategies. 
The PSO-M3DDPG algorithm combines the 

global search capabilities of the PSO algorithm with 

the local optimisation capabilities of the M3DDPG 
algorithm. This approach aims to improve the 

navigation of a swarm of UAVs in evasive target 

pursuit by learning effective agent strategies. 

Unlike traditional rule-based methods, this 

hybrid model does not rely on pre-defined 

behaviours, allowing agents to autonomously adapt 
to complex, dynamic scenarios. This adaptability is 

especially crucial in real-world applications, where 

unexpected environmental changes can occur. 

The PSO-M3DDPG architecture comprises the 
following steps [18]: 

1) initialization – a population of policies (i.e. 

neural networks) representing different agent 
strategies is created; 

2) evaluation – each policy interacts with the 

environment and its effectiveness is evaluated based 
on the accumulated reward; 

3) selection and mutation – the best policies 

are selected as the ‘elite’, while the others undergo 

mutations to preserve diversity; 
4) learning – M3DDPG uses the collected data 

to update the policy parameters and improve the 

agents’ strategies; 
5) population update – the updated policy 

parameters are copied back to the population for 

subsequent iterations. 

This model can adapt more easily to changes in 
the environment and is more effective with large 

numbers of agents in a swarm. However, its main 

drawback is its high computational complexity. 
Nevertheless, this method represents a promising 

direction for future research in autonomous swarm 

control. 

PROBLEM STATEMENT 

Currently, there is no universal approach that 

enables the flexible reconfiguration of the swarm 

according to local mission conditions, terrain 
features, threat dynamics and the characteristics of 

each drone. 

This limitation becomes especially critical in 
time-sensitive or high-risk missions, where delays or 

inefficient coordination can lead to mission failure 

or increased vulnerability. Furthermore, without 
adaptive configuration, the swarm cannot fully 

leverage the heterogeneous capabilities of individual 

drones. 

Solving this problem requires the 
development of technology that can rapidly generate 

and verify potentially effective configurations, 

thereby reducing the overall time taken and the 
duplication of scanning areas (Fig. 2). 

The method being developed should take the 

following into account: 

1. The heterogeneity of the swarm. Drones in a 
swarm may differ in: 
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‒ scanning area width (viewing angle, sensor 

range); 

‒ movement speed. 

 

 

Fig. 2. Scheme of reconfiguration of UAV 

swarms for efficient scanning 
Source: compiled by the authors 

This means that the reconfiguration approach 
must adapt to the capabilities of individual drones, 

ensuring differentiated route planning. 

2. Individual scanning widths. Each drone has 
its own field of view, which may be determined by 

its design or depend on its flight altitude. This 

imposes additional requirements on trajectory 

generation: 

 overlaps between fields of view must be 
avoided; 

 complete coverage without gaps must be 

maintained; 

 take width into account as a variable when 

optimizing coverage. 
3. Environmental dynamics. Even if 

trajectories are planned at the start of the mission, 

the following may occur during scanning: 

 new obstacles (e.g., buildings or weather 

phenomena); 

 changes in the accessibility of individual 

areas; 

 failure of one or more drones. 

Therefore, the technology must support 

dynamic reconfiguration, i.e. the ability to change 
the spatial position and routes of drones based on 

new data in real time. 

4. Reconfiguration efficiency. In this study, 
efficiency refers to specific formalized metrics that 

must be minimized or balanced: 

 scanning time: the total time required to 

achieve the target percentage of area coverage; 

 number of overlaps: the area scanned by two 

or more drones, indicating duplication of effort and 
loss of efficiency. 

5. Operational reconfiguration. The system 

must support:  

 local reconfiguration, for example, if an 

obstacle is detected by one drone; 

 global reconfiguration, when the overall task 
topology changes (e.g., after the surveillance area is 

expanded). 

This requires: 

 coordination of actions at swarm level using 

a decentralized approach; 

 use of information about current coverage 
and remaining unfilled areas. 

RESEARCH GOAL 

The study aims to improve the efficiency of 
swarm systems by developing adaptive information 

technology to reconfigure drone swarms using 

artificial intelligence algorithms. The proposed 
approach focuses on maximizing the scanning zone 

coverage area within the shortest possible time, 

while considering the swarm’s heterogeneity, the 

width of individual scans and environmental 
dynamics. 

To achieve this, the following tasks must be 

completed:  

 analyse the subject area with a focus on 
hybrid approaches to complex swarm 

reconfiguration; 

 explore the principles of swarm chemistry; 

 investigate the application of genetic algo-

rithms in swarm reconfiguration; 

 define and set up the scan area; 

 optimise the sequence of scanning subre-
gions to ensure efficient and adaptive swarm opera-

tion. 

The result of the research will be a complete 

system that: 

 adapts to changes in the environment and the 
characteristics of the drones; 

 minimises duplication and coverage time; 

 works efficiently when scaling the swarm; 

 allows flexible configuration changes in real 

time without loss of performance. 

SWARM COMPLEX RECONFIGURATION 

HYBRID ARCHITECTURE 

The heterogeneity of the swarm complex is 

addressed through a multi-level approach, enabling 
effective coordination of drones with diverse 

characteristics and functionalities. Rather than being 

treated as identical units, each drone is considered a 

specialised agent equipped with distinct capabilities 
– such as different flight endurance, sensor 

configurations or communication ranges.  
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Moreover, the multi-level architecture 

facilitates adaptive decision-making across various 

operational layers – from low-level trajectory 
planning to high-level strategic coordination – 

allowing the swarm to respond effectively to 

changes in the environment or to the loss of 

individual agents. At the level of individual nodes, 
swarm chemistry governs behaviour through the use 

of recipes – structured sets of behavioural rules that 

determine how each drone reacts to local stimuli and 
interactions with neighbouring agents. These recipes 

serve as the foundation for emergent group 

behaviour, enabling decentralised control and 
scalable coordination within the swarm. 

The heterogeneity of the swarm complex is 

considered within the multi-level approach, which 

allows for effective coordination of drones with 
different characteristics and functionalities: 

 at the level of individual drones (nodes), 

swarm chemistry determines the behaviour of each 

drone through recipes; 

 at the swarm level, a genetic algorithm (GA) 
optimises global scan speed and width parameters 

based on individual recipes. 

This approach enables flexible management of 
swarm structures and adaptation to a heterogeneous 

environment. Genetic algorithm allows optimising 

the initial parameters and structure of a swarm using 

evolutionary principles of selection and 
combinations of characteristics. 

SWARM CHEMISTRY: CONCEPT AND 

PARAMETRIZATION FOR SWARM 

RECONFIGURATION 

Swarm chemistry [19], [20], [21] is an extended 

version of the Boids algorithm that models drone 

interaction based on the following rules: 
1) separation – avoids crowding of drones in a 

local group; 

2) alignment – sligns the direction of 
movement with the average velocity vector of 

neighbours; 

3) cohesion – striving for the average position 
of the group. 

Swarm chemistry, unlike the classic Boids, 

formalises these rules in the form of a recipe or a set 

of kinetic rules, which allows us to adapt the 
behaviour of different types of drones.  

Additionally, swarm chemistry defines the 

following kinetic principles: 
1) straying – if there are no other agents within 

the local perception, random movement is 

performed; 

2) randomness – means random control with a 

certain probability; 

3) self-propulsion – adjusting the speed to the 
drone’s normal speed. 

The recipe defines a set of kinetic parameters 

(KP) (Table 1) that characterise the behaviour of a 

particular type of drone. Unlike the classical 
approach, the recipe includes a scan width parameter 

that ensures adaptation to the environment, 

considering swarm heterogeneity. It is worth noting 
that the recipe specifies not only the speed and 

endurance of drones, but also the ability to cover the 

territory. 

Table 1. Kinetic parameters in recipes for 

configuring swarm behaviour 

KP Name Definition 

KP1 iR  
Radius of local perception 

range 

KP2 nv  Normal speed 

KP3 minv  Minimum speed 

KP4 maxv  Maximum speed 

KP5 1c  Strength of cohesive force 

KP6 2c  Strength of aligning force 

KP7 3c  
Strength of separating 

force 

KP8 4c  
Probability of random 

steering 

KP9 5c  
Tendency of self-

propulsion 

KP10 
1s  Scanning width 

Source: compiled by the authors 

Each recipe describes one type of drone, which 

means that a swarm can be either heterogeneous or 
homogeneous depending on the number of recipes 

that have been specified. If there is only one recipe, 

the swarm is homogeneous, but if there are two or 
more recipes, the swarm is heterogeneous.  

GENETIC ALGORITHM 

The genetic algorithm in the presented system 

is used for global optimisation of drone swarm 
parameters. The main goal of the GA is to determine 

the optimal combinations of speed, scanning width 

and other parameters that ensure efficient coverage 
of the territory and minimise energy consumption. 

1. Initialisation of the population. Each 

individual in the population represents a set of 

parameters consisting of a combination of kinetic 
parameters from Table 1. 

2. Fitness assessment. The fitness function is 

calculated based on the parameters of the scanning 
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route, the number of overlapping zones, energy 

consumption, and mission duration. In particular, the 

fitness function has the following form:  

,F C E T         

where F is overall quality assessment; C is territory 

coverage rate; E is energy consumption; T is mission 

time; , ,    are weighting factors. 

3. Selection. A tournament selection is used, in 

which the best individual is selected from a group of 
individuals based on fitness. The size of the 

tournament determines the probability of selecting 

the best individual. 

4. Crossover. The parameters of the two 
parents are combined to create offspring. A single-

point crossover with a random split point is selected. 

If the dividing point is between the speed and scan 
width parameters, the new individual can get the 

speed from one parent and the scan width from the 

other. 

5. Mutation. To avoid a local optimum, 
individual parameters are mutated with a certain 

probability. For example, the scan speed or width is 

changed to a random value within the permissible 
range specified by the recipe. 

6. Population update. The best individuals 

from the current population are passed on to the next 
generation unchanged (elite selection), and the rest 

are replaced by new offspring. 

7. The stopping criterion. The algorithm 

terminates when the specified number of iterations is 
reached, or the best solution is stable for a certain 

number of generations. 

SETTING UP THE SCAN AREA 

In order for the swarm to start scanning the 

area, we need to set the scan zone – the area 2P R

to be covered. This zone is described as a polygon of 

any shape and size (for example, a polygon with 
holes or irregular contours). 

Here, 𝑅2denotes the two-dimensional Euclidean 

space, which means that the polygon P is defined by 

a set of points with real-valued coordinates (𝑥, 𝑦), 

where 𝑥, 𝑦 ∈  𝑅 . This allows for an accurate 

representation of the scan area in a continuous 

spatial domain. 
Such flexibility in defining the area allows the 

system to be used in diverse environments, from 

urban landscapes with infrastructure obstacles to 

natural terrains like forests or coastlines. Accurately 
modelling complex scan zones is crucial for 

avoiding blind spots and ensuring full area coverage. 

To ensure efficient and consistent coverage, the 
region P  is divided into smaller subregions using 

KMeans [22] clustering and convex hull 

construction. This process consists of several 

sequential steps, which are described below. 
The first stage is the generation of internal 

points. A regular grid G with a step size of 𝑠  is 

constructed on the entire plane covering the polygon 

P, which can be represented by the following 
formula: 

 { , , },i j i min j minG x y x x i s y y j s      ∣  

where ix  is coordinate along the horizontal axis (X); 

jy  is coordinate along the vertical axis (Y); minx , 

miny  are the minimum X and Y coordinates, 

respectively (i.e. the lower left point of the rectangle 

enclosing the polygon); 𝑠  is grid spacing (distance 
between adjacent points in X and Y). 

The indices i and j represent integer steps along 

the horizontal and vertical axes, respectively, and are 
used to systematically generate points across the 

entire 2D grid. Each point  ( , )i jx y corresponds to the 

intersection of the i-th vertical and j-th horizontal 

line in the grid. 

Only the points inside the original polygon are 
selected from this set: 

   { , , },inPoints x y G x y P  ∣  

where inPoints  is the subset of grid points that lie 

within the boundaries of the polygon P;  ,x y P  

denotes that the point lies inside the polygon. 
Based on the obtained internal points, the 

KMeans method is used to cluster the data into a 

given number of subregions 𝐾 equals to number of 

drones. Such a specific number of clusters is chosen 
only during the initial model creation iteration.  

This method divides the set of points into 𝐾 

clusters 1 2 3, , ,..., nC C C C , so as to reduce the total 

square distance to the centres: 

1

2

1, ,
min | |

iK

K

ii x C
x

 


 
  , 

where i  is the center of mass of the -th cluster; 𝑥 

is cluster point. 

The next step is that each cluster is transformed 

into a convex polygon iR  using the calculation of 

the convex hull: 

  2

1
ConvexHull { | ,

n

i i k kk
R C y R y x


     

1
0, ,1

n

k kk
 


   
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where: k is non-negative weights (convex 

combination coefficients), where the sum of all 1k  ; 

y is any point inside the convex polygon defined by 

the points of the cluster iC  with all possible weights

k . 

The resulting polygon is the smallest convex 

polygon containing all the points of the cluster 𝐶𝑖 . 

The resulting envelope is then intersected with the 
original zone to avoid overlap: 

:i iR R P   

As a result, a set of subregions 1 2{ , , , }KR R R  

is obtained, which collectively cover the region P. 

OPTIMISE THE SEQUENCE OF SCANNING 

SUBREGIONS 

After the main scan area is divided into smaller 

subregions 1 2{ , , , }KR R R , the optimal order of their 

visits by the drone swarm is determined. This 

minimises the distance and, consequently, the time 
required for transitions between subregions, which 

directly affects the efficiency of the task. To do this, 

a greedy algorithm is used that approximates the 

traveling salesman problem (TSP). 

Each subregion iR  is a polygon that has its 

geometric centre – the centroid ic . The centroid is 

the “centre of mass” of the shape, and it is calculated 
based on the geometry of the polygon. Together with 

the initial entry point of the swarm 𝑝0 , which is 

given as coordinates 0 0( , )x y , a set of points is 

formed that must be visited sequentially. 
To determine which point to visit next, we need 

to know the distances between all pairs of points. In 

this case, the Euclidean distance d is used, which for 

any pair of points ( , )i i ip x y  and ( , )j j jp x y  is 

calculated by the formula: 

     
2 2

,i j i j i jd p p x x y y    . 

These distances are written in the form of a 

square distance matrix, where each element indicates 

the distance between specific points. 

The greedy algorithm starts from the initial 

point 0p , which is the entry point for the swarm into 

the scanning area, and then successively selects the 

nearest centroid that has not yet been visited. At 
each step, the algorithm compares the distances to 

all available options and makes a locally optimal 

choice, i.e., moves to the point that is at the 

minimum distance from the current location. 

For example, if the last visited point was the 

centroid kc , the next one will be the one jc with the 

smallest value ( , )k jc c  among the points not yet 

visited. 

This approach does not guarantee an absolute 
global minimum of the entire route length, as an 

exact algorithm would, but it greatly simplifies the 

calculations and gives a result sufficient for practical 

applications. When all centroids have been visited, 

the swarm returns to the starting point 𝑝0, forming a 

complete cycle. 

OPTIMISE SCANNING OF DEFINED 

SUBREGIONS 

It is not enough to simply divide the area into 

subregions and optimise the order of their scanning. 

It is also important to efficiently distribute the area 
to be scanned among the swarm members, which 

may have different scanning widths and speeds 

depending on the recipe that was set in the previous 
stages of work. 

Let 𝑛  be the number of drones, and their 

respective coverage widths are denoted as 

1 2, ,..., is s s  where 𝑖  is the number of recipes with 

different scan widths. The idea is to divide the 

region P into bands, the width of each of which is 

proportional to the scan width and speed of the 
drones and form a zigzag route in each of these 

bands. 

In addition, it is worth noting that during the 
task, even along pre-calculated routes, the actual 

movement of the drones is not completely 

deterministic. Due to the peculiarities of swarm 

coordination using swarm chemistry, the trajectories 
of individual agents may deviate from the planned 

ones – the so-called ‘drift’. This is a natural part of 

the model that avoids excessive rigidity in 
movement and considers the dynamics of the 

environment. 

However, to maintain swarm integrity and 

avoid group disintegration, swarm chemistry 
contains stabilisation mechanisms that constantly 

monitor the distances between drones. When one or 

more drones start moving too far away from the 
main swarm (i.e., beyond the communication or 

listening range), the system activates corrective 

forces of mutual attraction, forcing such agents back 
within the acceptable limits. 

Thus, at the first stage of building a path for 

swarm agents, the boundaries of the subregion 

covered by 𝑅 are determined: 

   , , , boundsmin min max maxx y x y R . 
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The full width W of the area is determined 

based on these boundaries: 

max minW x x  . 

Based on these bounds, the full height H of the 

subregion is computed as: 

max minH y y  , 

Next, the total sum of the coverage widths of all 
swarm agents is calculated: 

1

,
n

i

i

T w


  

where T  is total effective scanning width of all 

agents in the swarm; n  is number of drones in the 

swarm; iw is individual scanning width of the i-th 

drone. 

This value is used as the basis for proportional 

space allocation. For each drone 𝑖, its share in the 

total width of the area is determined: 

i
i

w
p

T
 . 

Accordingly, the width of the band to be 

covered by drone i  is calculated as: 

.i
i i

w
s W p W

T
     

Each such strip is created as a rectangle with 

sides from currentx  to current ix s , where currentx  is the 

coordinate of the start of the next strip (starting from

minx ). Since the polygon R  can be of a complex 

shape, not just a rectangle, the actual working area 

of each drone is defined as the intersection of its 
rectangular strip with the polygon: 

 current current, , ,i min i maxR R x y x s y    

This ensures that none of the drones operate 

outside the main polygon. Once each subregion is 

defined, a zigzag scan route is generated. The entire 
workflow is shown in Fig. 3. 

 
Fig. 3. Flowchart of the hybrid algorithm for reconfiguring the swarm complex 

Source: compiled by the authors    
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EXPERIMENTS 

The simulation was carried out on the territory 

defined as a pentagon. All computations and 
modelling are implemented in Python. Before the 

main scan was launched, a preliminary training stage 

was conducted using a genetic algorithm. The 

purpose of this stage was to determine the optimal 
set of drone parameters, including the scanning 

width, as well as the minimum and maximum speed, 

selected within the given recipes. In this way, the 
algorithm selects parameter values that fully match 

the technical capabilities of the drones. 

The training lasted for 48 generations (Fig. 4). 
At each step, the fitness of individuals was assessed 

based on a comprehensive criterion that included the 

efficiency of covering the area with minimal gaps 

and overlaps, and the total time of the mission. It is 
important to note that a successful scan was one with 

a coverage rate of at least 95 %, although this 

threshold is configurable.  
The use of selection, crossover and mutation 

contributed to the gradual improvement of 

parameters with each generation which allowed us to 

achieve a balance between the quality of coverage 
and minimisation of operation time. After 

completing the training phase, the main simulations 

of territory scanning were conducted with the 
parameters of the recipes obtained after the genetic 

algorithm. An example of such a simulation is 

shown in Fig. 5.  

In this figure, we can see the division of the 

initial pentagonal zone into smaller subregions, each 

of which has its own number, reflecting the order of 
scanning by the swarm of subregions determined by 

a greedy algorithm that takes into account 

minimising the total distance between zones. The 

simulation also includes a display of the scanned 
area. 

Depending on the number of cells passes in the 

zone, the colour of the cell changes from cold (blue) 
to warm (red), which visually reflects the intensity 

of repeated scanning of this area of the territory (Fig. 

5). This approach makes it easy to identify areas 
with more passes and optimise routes to reduce 

duplicate passes in the future, thereby increasing the 

overall efficiency of the scanning process. 

Moreover, the heatmap representation provides an 
intuitive tool for analysing the spatial distribution of 

drone activity, enabling rapid adjustments to 

scanning strategies during subsequent missions. The 
heatmap data can also support long-term analysis 

across multiple missions. 

However, a slight duplication of scanning in 

real aerial reconnaissance conditions will allow for a 
more detailed coverage of the territory, which can 

potentially have a positive impact on the 

identification of objects of interest. In particular, the 
redundancy created by multiple passes reduces the 

risk of missing critical details due to temporary 

occlusions or environmental noise, ultimately 
enhancing the reliability of object detection in 

complex scenarios. 

 

Fig. 4. Diagram of scanning speed evolution with generations of the genetic algorithm 
Source: compiled by the authors 
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Fig. 5. Simulation of swarm scanning of a specified area 
Source: compiled by the authors 

RESULTS 

To be able to evaluate the effectiveness of the 

proposed approach, a series of preliminary 

simulations were conducted for a swarm consisting 
of five agents. 

In the first experiment, the route optimisation 

technology was not used. Fig. 6 shows the results of 
10 simulations of such flights.  

The average scan time was 175 seconds, but 

there is considerable variability in the results: the 

fastest scan took 155 seconds and the slowest took 
205 seconds, indicating that the results are unstable 

and that some “successful” trajectories are random 

rather than systematic. 
In the second set of experiments, we used the 

above approach to optimise routes for a 

heterogeneous swarm of five agents. 
The area to be scanned remained unchanged, and 

routes were formed based on a genetic algorithm 

considering the swarm heterogeneity and, 

accordingly, optimising the scanning area. The 
results of ten simulations are shown in Fig. 7. In this 

case, the average scanning time was significantly 

reduced to 82.77 seconds, which demonstrates a 
significant improvement in performance. In addition, 

the variability of the scanning time decreased: the 

values ranged from decreased: the values ranged 
from 75 to 90 seconds (Fig. 7), which indicates the 

stability and reliability of the optimised routes. This 

predictability allows for better mission planning and 
more efficient use of resources. 

CONCLUSIONS 

This paper discusses the technology of 
reconfiguring swarm complexes of unmanned aerial 

vehicles based on a combination of swarm chemistry 

and genetic algorithms. These two components – 

“chemistry” and “genetics” – have become the key 
drivers of the efficiency and relevance of the 

presented technology. Swarm chemistry provides 

dynamic interaction between agents, allowing them 
to form complex collective behavioural patterns 

based on local rules similar to chemical reactions 

between particles.  
The genetic algorithm, in turn, acts as an 

evolutionary mechanism that makes it possible to find 

the best swarm configuration within the given recipes. 

A special role was played by dividing the 
surveillance area into subregions and optimising 

their scanning order, which significantly increased 

the efficiency of territory coverage and reduced 
duplication of routes between agents.
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Fig. 6. Diagram of swarm scanning time without optimisation 
Source: compiled by the authors 

 

 

Fig. 7. Diagram swarm scanning time after optimisation  
Source: compiled by the authors

The simulation results confirmed the 

effectiveness of the proposed technology. Compared 
to the classical approach without optimisation, 

where the average scanning time was 175 seconds, 

the use of technology based on swarm chemistry and 

genetic algorithms reduced this figure to 82.77 
seconds. Thus, the scanning time was reduced by 2.1 

times, which is a significant achievement. 

In addition to reducing the mission duration, a 
significant reduction in the variability of the results 

was also achieved – the time spread between the 

worst and best flight was reduced, indicating the 
stability and predictability of swarm behaviour. This 

is especially important in practical applications 

where the reliability of the task is a critical factor.In 

the future, the technology has even greater potential 
due to the possible introduction of reinforcement 

learning methods. This approach will allow agents to 

learn from previous experience, as proposed in [23], 
[24], [25], [26] to adapt their behaviour to new 

conditions and automatically improve strategies 

based on feedback. To enhance the autonomy of 

swarm agents in dynamic scenarios where the speed 
of decision-making and learning is critical, the NF-

RBFNN approach should be analysed [27]. The 

combination of swarm chemistry, genetic 
algorithms, and reinforcement learning is expected 

to provide the foundation for a fully adaptive, self-

learning, and efficient swarm capable of operating in 
a complex and changing environment. Another 

important step will be the transition to 3D simulation 

for greater realism and the possibility of more 

diverse testing of the technology. 
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АНОТАЦІЯ 

Необхідність оперативного та безпечного аналізу зон, що постраждали вiд надзвичайних ситуацій, спонукає до 

пошуку інноваційних підходів у сферi автономних систем. Одним iз таких рiшень є застосування ройових систем 
безпiлотних лiтальних апаратiв для сканування територiй. У цьому дослiдженнi представлено гiбридний пiдхiд до 
динамiчного управлiння роєм дронiв, який поєднує механiзми самоорганiзацiї на основi методу «ройової хiмiї» з 
глобальною оптимiзацiєю параметрiв за допомогою еволюцiйного алгоритму. Запропоновано модуль багаторiвневої 
реконфiгурацiї рою, що дозволяє адаптувати поведiнку як окремих агентiв, так i всiєї формацiї у вiдповiдь на змiни 
навколишнього середовища. Реалiзовано модуль кластеризацiї для подiлу областi сканування на пiдобластi, а також систему 
маршрутного планування з урахуванням iндивiдуальної ширини сканування кожного дрона. Для ефективного розподiлу зон 
мiж агентами використано пропорцiйний алгоритм, що враховує функцiональнi можливостi кожного апарата. Результати 

моделювання засвiдчили понад дворазове скорочення часу виконання мiсiї та пiдвищення стабiльностi поведiнки рою, 
навiть за умов неоднорiдностi його складу та часткової втрати агентiв. Представлений пiдхiд має значний прикладний 
потенцiал у сферi монiторингу надзвичайних ситуацiй, пошуку постраждалих та оцiнки масштабiв руйнувань. У 
дослiдженнi сформульовано архiтектуру динамiчної реконфiгурацiї рою, здатну адаптуватися до змiн середовища в режимi 
реального часу. Такий пiдхiд забезпечує гнучкiсть i стiйкiсть системи пiд час виконання завдань у складних умовах. 
Подальший розвиток моделi передбачає iнтеграцiю методiв машинного навчання для пiдвищення рiвня адаптивностi, а 
також розширення до тривимiрного простору задля досягнення бiльшої точностi й реалiзму симуляцiї.  
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