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ABSTRACT

In this scientific publication, we suggest using the system of intellectual analysis of medical and sociological monitoring’s data
using a neural network with a competitive Kohonen layer to automate the process of obtaining knowledge (metadata) about the state
of public health of the target audience. The following specialized tools have been developed to implement the system: models and a
method for presenting detailed and aggregated medical and sociological data in area of primary and secondary features; the method
of neural network classification of respondents based on machine learning of a neural network with a competitive layer; the
procedure for labeling neurons of the Kohonen layer, taking into account the classification decisions received from the sociologist-
analyst (initial markers). At at the first step, a two-dimensional histogram of pairwise coincidences of neuron numbers and existing
initial class markers was constructed, and then it was corrected by lines and by columns in accordance with the developed rule. The
result of the correction is the correspondence matrix of the numbers of neurons of the Kohonen layer and existing markers of
classification decisions. The testing of the developed models and methods is based on a system of intellectual analysis using real
medical-sociological monitoring’s data. The research results show that it is possible to increase the relative share of correct
classification decisions by an average of 20 % and reduce the share of false decisions by 50 % compared with the sociologist-analyst
for tasks of intellectual analysis of medical and sociological monitoring’s data. These tasks were related to determining the working
conditions of respondents.
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THE INTRODUCTION AND THE
RESEARCH PROBLEM’S FORMULATION

The computational capabilities of modern
computer systems make possible collecting,
accumulating and analyzing data on the state of
public health, based on the population’s self-esteem
of their health, quality of life, and satisfaction with
medical and social services. Data, collected
continuously in the mode of medical and
sociological monitoring, are of particular value [1].
Creating a permanent system for collecting and
evaluating information — medical and sociological
monitoring (MSM) involves organizing surveys,
questionnaires or interviews with the subsequent
analysis of answers containing heterogeneous
information. It allows the sociologist-analyst to
“extract” valuable knowledge about the target
(analyzed) audience in the form of quantitative
metrics or qualitative assessments of behavioral,
medical,  socio-demographic, psychophysical,
geographical, or any other characteristics. So, for
example, the intellectual activity of the sociologist in
making classification decisions about the impact of
working conditions on the health of the target
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audience is associated with the organization of
monitoring not only by the complex characteristics
of the levels of aerosol, electromagnetic, acoustic,
chemical and biological effects, ionizing radiation,
microclimate, lighting, vibration in industrial
premises, but also with the constant collection of
information on gender and age composition, bad
habits, sports, participation in medical examinations
and other characteristics of the quality of life of the
analyzed workers [2].

However, the computer form for the
representation of heterogeneous empirical data of
MSM contains the necessary information for an
expert assessment of the state of the target audience
only in an implicit form. In order to make a
classification decision, it is necessary to use special
methods of data analysis to extract this information.

As a result, a class of tasks related to data
mining was singled out. Data mining is an approach
that combines methods that can detect previously
unknown, non-trivial, practically useful and
accessible interpretations of knowledge in raw
empirical data of MSM, necessary for making
decisions regarding the studied target audience,
using a specific technique [3]. The current level of
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development of information technology allows you
to automate the process of conducting an intellectual
analysis of empirical quantitative and categorical
data of MSM, both for constructing various data
models in the source and feature spaces, and for their
visual representation in the decision space [4, 5].

THE ANALYSIS OF EXISTING
SCIENTIFIC ACHIEVEMENTS AND
PUBLICATIONS

In the general case, new knowledge about the
target audience is extracted on the basis of the
analysis of empirical data of the sociological survey,
and according to [6, 7] this process is presented in
the form of a cyclic sequence consisting of the
following steps:

1) Awareness of the theoretical or practical
insufficiency of the existing knowledge of the target
audience;

2) Formulation of the problem and the
hypothesis (in qualitative research hypotheses are
usually presented at the last stages of research);

3) Collecting of empirical material on the basis
of which hypothetical assumptions can be confirmed
or refuted:;

4) Analysis of empirical data using various
methods, strategies, research programs and models;

5) Interpretation of the processed data and
decision-making, explanation of the social
phenomenon with the use of them;

6) Redefinition and clarification of a problem or
hypothesis leading to a new research cycle (return to
stage 3).

On the other hand, recently, due to the advent
of modern software, Data Mining methods are
gradually becoming the most popular tools for the
sociologist- analyst. From the point of view of the
existing standards describing the organization of the
Data Mining process and the development of Data
Mining systems, the most popular and common
methodology is CRISP-DM (The Cross Industry
Standard Process for Data Mining) [8, 9]. In
accordance with the CRISP-DM standard, Data
Mining is a continuous process with many cycles
and feedbacks and includes the following six steps:
Business understanding, Data Understanding, Data
Preparation, Modeling, Evaluation, and Deployment.
The seventh step is sometimes added to this
sequence of stages — Control; it ends the circle.
Using the CRISP-DM methodology, Data Mining
becomes a business process during which Data
Mining technology focuses on solving specific
business problems.

Let’s consider some of the problems of
organizing the Data Mining process of the
sociological survey data for a sociologist-analyst
using the CRISP-DM standard.

Thus, according to [6, 7] at the stage of
understanding business, the sociologist-analyst on
the basis of his knowledge or lack of knowledge
about the target audience, solves the problem of
hypothesizing, which must be confirmed or refuted
as a result of a sociological research. According to
[7] such a hypothesis is a partially substantiated
pattern of knowledge, serving either for the
connection between various empirical facts or for
explaining a fact or a group of facts. For example, as
a formalized goal of the sociological survey there
exists a hypothesis that the dependent variable
(lifestyle) varies depending on some reasons (quality
of food, alcohol consumption, playing sports, etc.)
that are independent variables. However, this
variable is not initially dependent or independent. It
becomes such at the stage of understanding the
business.

At the stage of data understanding, the
sociological expert solves the problems connected
with collecting sociological (or empirical) data. Such
data can be defined as primary information of any
kind, obtained as a result of one of the many types of
sociological information collecting. [10]. As a rule,
to conduct deep analytical studies, data are collected
through questionnaires and interviews with a
“complex” structure. Any empirical data is always
structured.

Depending on the degree of structuredness, the
data can be subdivided into the following types:

— unstructured data — text-type data, obtained
in the process of conducting different types of
interviews (narrative, keynote, etc.), the texts of
answers to open questions with an unlimited search
field for answers and any other texts or documents to
which the sociologist could address [ 9, 10];

— strongly-structured data — data, existing in
the form of matrices of any type (for example,
tables), obtained through the part of the
guestionnaire (interview) according to the scheme of
closed questions;

— weakly-structured data — data of an
intermediate type, not only quantitative but also
categorical (nominal and ordinal) types, as well as
existing in textual form, however, while being
specially organized. Examples of such kind of data —
data with a limited number of unique values or
categories. As a rule, they contain answers to open-
ended questions of an interview (interview) with a
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limited field of search for answers, either obtained
by the method of incomplete sentences (test for
sentence completion), or by using the method of
repertory grids (G. Kelly's theory of personality
constructs) [11, 12].

At the stage of data preparation, the
sociologist-analyst faces the tasks associated with
the organization of a multidimensional attribute
space — the formalization and structuring of
sociological survey data. When transforming
unstructured data into feature space, special text
recognition and analysis methods (OCR and Text
Mining) are used for the further modeling. Rigidly
structured data is a quantitative data type that is
susceptible to the formalization and automatically
transformed feature space. For the structuring and
formalization of poorly structured data, various
methods of preliminary data processing are used, for
example, cleaning, filtering, rating and coding, etc.
As a result of this preliminary processing, the
weakly structured sociological survey data is
transformed into a multidimensional feature space.

To conduct the sociological survey data
modeling stage in the multidimensional attribute
space, the sociologist-analyst solves the problems
associated with the choice of methods and models
for conducting Data Mining. Moreover, he has at his
disposal the entire arsenal of regression,
discriminant, dispersive, cluster, correlation, factor
analysis methods [12, 13].

To improve the responsiveness of MSM Data
Mining, you can use machine learning [14] or
precedent training. In that situation, there is a
multidimensional set of independent variables
(empirical facts) and many possible values of the
dependent variable (answers) in accordance with the
research hypothesis. There is some relationship
between the variables, but it is unknown. There is
only a finite set of precedents — labeled pairs of
“facts, answer”, called the training sample. Learning
with a teacher (supervised learning) is learning when
each precedent is a pair of “facts, answer” and it is
required to build an algorithm that accepts a lot of
facts at the input and gives an answer at the output.
Learning without a teacher (unsupervised learning)
haven’t answers set, and you need to look for
dependencies between empirical facts. In this case,
the training sample consists of unlabeled use cases
(data). It is often used teaching with the involvement
of a teacher (partial training — semi-supervised
learning) with MSM Data Mining. Teaching with
the involvement of a teacher occupies an
intermediate position. Each use case is a pair of

“facts, answer”, but the answers are known only on a
part of the use cases. In this case, training sample
consists of weakly labeled use cases [15].

At the stages of results evaluating and
implementing, the tasks of interpreting the so-called
sociological survey metadata or extracted knowledge
obtained after the simulation, solving the
characteristics of the target audience and explaining
the studied social phenomenon with their help are
solved [6, 7].

Classification errors of the 1st and 2nd kind and
their relative fractions of truly positive cases and
truly negative cases are calculated to compare the
results of the examination of the object’s state and
the classification decisions obtained in the IMS
system of MSM for all examples of the training
sample [11]:

TP
TP+FN

TPR =

* 100 %, @Y
where: TPR — relative share of true positive cases
(True Positives Rate — TPR);

TP — true positive cases (correctly classified
positive examples);

FN — positive examples classified as
negative (I type error);
e )
FPR = — —5* 100 %, (2)

where: FPR — relative share of true negative cases
(False Positives Rate — FPR);

FP — negative examples classified as positive
(11 type error);

TN — true negative cases (correctly classified
negative examples).

Thus, the complexity of developing data mining
tools for solving practical problems of extracting
knowledge about the target audience based on MSM
data is associated with the need to solve two types of
tasks:

1. MSM data were defined as weakly
structured at the stage of understanding data because
they were collected through surveys, questionnaires
and interviews with a “complex” structure, were
interpreted using various and not always connected
scales, and could contradict each other. Therefore, at
the stage of data preparation, when feature spaces is
constructing, it is required to solve the problems of
structuring and formalizing poorly structured data.

2. Only weakly labeled precedents can be used
to build the training sample to conduct the MSM
Data Mining, using machine learning, the
explanation of this situation is that expert decision
on the labeling of available MSM data (facts)
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requires a long manual analysis of multidimensional
features, depends on the qualification of the
sociologist-analyst and is often ambiguous.
Therefore, at the modeling stage, it is required to
solve problems associated with the organization of
training with the partial involvement of a teacher.

To eliminate the above-mentioned deficiencies
of the sociological survey of data processing systems
and to facilitate the work of the sociologist-analyst, a
problem-oriented Data Mining system has been
developed. The system consists of subsystems of
initial data preparing, modeling and decision-making
support, interconnected with the help of interface
tools for a decision maker — sociologist-analyst [16,
17], [18]. The creation of such problem-oriented
intellectual systems is always based on previously
developed models, methods and information
technologies (IT).

THE PURPOSE AND TASKS OF THE
RESEARCH

The purpose of this study is to develop models
and methods for the intellectual analysis of medical
and sociological monitoring’s data to automate the
extraction of knowledge about the target audience.
This extraction will improve the efficiency and
reliability of the classification of the respondents.

The following tasks must be solved to achieve
purpose of this scientific publication:

1. The formalization of the MSM hypothesis in
terms of classification / clustering problems;
developing of detailed and aggregated MSM data.

2. The developing the method of neural
network classification of poorly labeled data with
the partial involvement of a teacher.

3. The testing of developed models and
methods in the framework of the MSM Data Mining
system, using the “working conditions” data.

The main research material includes a
consistent presentation of the results of solving the
formulated problems within the framework of a
single technological approach to the organization of
Data Mining.

The formal statement of the MSM Data
Mining problem, models of detailed and aggregated
MSM data

The task of extracting knowledge about the
target audience (obtaining metadata), as a result of
the MSM Data Mining, can be reduced to the task of
classification in terms of machine learning [14].

Then, the target audience (TA) consists of
many respondents (R):

TA ={Ry,Ry, ..., R, ., Ry},
where: R; — respondent, we are studying;
n — number of respondents.
Each respondent can be characterized by a
multidimensional set of variables denoting its
properties:

@)

Ri = {xX1, X2, o) Xjy ooy X }y 4
where: x; — independent variables indicating the
respondent's properties;

m — the number of respondent properties,
which are less than the analyzed respondents — m <
n.

A multidimensional set of independent
variables (4) during MSM is a set of poorly
structured data, the type and format of which
depends on the method of obtaining the initial
information. For example, respondent data can be
obtained not only by using completed survey forms,
questionnaires and interviews, but also extracted
from electronic mail messages, business cards, pdf-
and txt-files, instant messages in various messengers
(WhatsApp, Viber, Facebook Messenger, Skype,
ICQ, Google Hangouts, etc.), documents, web
pages, bills, audio/ video, checks and contracts,
pictures, etc. Such extracted from various sources
data, called detailed data.

Therefore, taking into account representation
(4), we propose a model of detailed data Dg, of the
respondent Dp,in the m-dimensional property space,
which is formally defined via the tuple

D, = V;, T}, ;. 55, Qp M) = 1m, (5)
where: V;,T;, F;,Sj, Q;, Mt; — value, type, format,
source, quality grade, data transformation method of
j-th property.

To increase the reliability of making the
classification decision t;, the detailed data Dg, must
be aggregated (combined) and, using the Mt;
method, transformed into the space of attributes:
X; =V, Mt;(V;), for example, min, max, £, C (),
etc. are used as an aggregation function for detailed
data Dg,. The procedures of the transformation stage
of MSM’s data are described in detail in [19].

Then, taking into account the representation (4),
the model of aggregated data Ag, of the respondent
R; in the g-dimensional space of attributes must be
specified via the tuple:

Ap, = (X1, s Xjy oo Xg ), (6)
where: g — dimension of the space of attributes, g <
m.
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On the other hand, the sociologist-expert
hypothesizes that each respondent R; of the target
audience TA belongs to any class t; from the set of
values of classes T = {ty,..,t;,..,tp}, P is the
number of classes into which a subset of respondents
is divided (3).

The value of t; can be determined by analyzing
the set of aggregated data A, from the g -
dimensional attribute space. This analysis is
performed by the sociologist-expert, using his own
experience and knowledge. The accuracy of rules
a:X - T constructing depends directly on the
previously put forward hypothesis about the power
of the classes set — |T|. The adoption of this
hypothetic is ambiguous and determined by the
gualification of the sociologist-expert. As a result of
the analysis, we obtained the next equation:

A, = (xq, s X ...,xq,ti), @)
where: t; — label of the class, to which the
respondent R; belongs to, according to the decision
of the expert.

In case, when we use MSM’s data as initial
data, it is not possible to obtain a sufficient amount
of tagged data, because it’s requires a large
investment of time and other resources of the
sociologist.

Then, in accordance with (3) and (6), we have:

1. Data set Ay, = {X1,X,, .., X,}; label set
T = {t1,tz, .., tp}

2. Labeled data set: (X}, T;) = {(X1.T1.0)}

3. Unlabeled data set X, = {X;11.n}, used in
the learning, generally l«n;

4. Unlabeled data set Xip5r = {Xp41.9}, NOt
used in the learning (test set).

Taking into account (6) and (3), the labeled
training data set in a matrix form is a set of
aggregated data of respondents R; of the target

X11
ATAl = ([

audience TA4:
X197 41
!
X1 Xig] Ltp

where: X matrix — the set of descriptions of
respondents R; in a g-dimensional space of
attributes, T vector — finite set of class numbers
(names, labels).

The training selection of unlabeled data
(unlabeled training set) and the test selection (test
set) have form:

(8)

X1+11 Xi+1q
" [ Xn1 Xnq ]
Xn+11 xn+1q
ATAtest = (l ])- (10)
Xg1 Xgq

Then, we can formulate the task of classifying
MSM’s data in terms of machine learning with
partial involvement of a teacher as follows: there is
an unknown target relationship — a:X - T, the
values of which are known only for a finite number
of respondents R; from the labeled training selection
Ary,. Considering the data from the unlabeled
training selection Ar, , it is necessary to construct
an algorithm a*: X — T, which capable to classify
with specified accuracy the arbitrary responder R; €
ATAtest'

We propose to use Data clustering to solve the
problem of classifying MSM’s data with partial
involvement of a teacher. Data clustering solves the
problem of dividing labeled Ar,, and unlabeled
Aryu, training data into disjoint subsets, called
clusters, so that each cluster consists of similar
respondents, and respondents from different clusters
are significantly different.

In this case, the task of clustering respondents
from the combined set Ag,, consisting the sets of

aggregated data Ar,, and Ag,,, includes
constructing the set:
Z =124, s Ziy s Zp}, (12)

where: z; — the cluster, containing similar Ag, (6)

from the (8) set:
AR, € Aty Ag; € Ary,

zi = {ARL"AR]- d(ARL-JARj) <o }v (12)
where: ¢ — value that determines the proximity
measure for inclusion in one cluster, and
d(ARi,ARj) — the measure of proximity between
objects called distance.

The resulting data set of aggregated data A,

has form:
xlq Zq
1
Xnql 1%p

The obtained MSM’s aggregated data sets (8)
and (13) are loading into the data warehouse and
then used to construct the classification algorithm
a:X —->T.

X11

=

Xn1

13)
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Thus, you can use a specialized subsystem,
built on the principle of ETL systems (Extraction,
Transformation Loading) to collect, transform and
store the MSM’s data [17].

The development of the method for neural
network classification with partial involvement of a
teacher of poorly labeled data

A neural network classification method with
partial involvement of a teacher for poorly labeled
MSM’s data, based on preliminary cluster analysis
using a competitive layer of Kohonen W, was
developed during creating a problem-oriented MSM
Data mining system for the implementation of the
modeling stage (Fig. 1).

Input Crutput
(receptor) layer (computational) layer

~~—7=

N
IS
P
g%g Vo

Fig. 1. The neural network model
of the Kohonen W-layer

Source: compiled by the authors
To obtain aggregated A;, data (13), we
performe machine learning of the Kohonen layer,
using aggregated labeled Ar,, and unlabeled Ay,
data that are extracted from the storage and
combined to form learning selection as:

X11 xlq]
Xngq

ATAtrain = ([
Xn1

The implementation of machine learning of the
Kohonen layer reckons for the sequential
implementation of the self-organization steps of the
competitive Kohonen layer’s neurons, graduation of
the elements of the output vector of the training
selection and final labeling of Kohonen layer’s
neurons (Fig. 2).

First stage. The classic self-organization
procedure of a Kohonen competitive layer is
implemented via the iterative WTA (Winner Takes
All) algorithm [20]. According to the WTA
algorithm, the values of the vectors {x;;} from the

(14)

ﬁ%%g :Pf T,
—_—
? J’Iv:'

training set Ar,, ., i=1,q, k =1,n, where q -
number of attributes, and n — number of vectors in
the selection, are sequentially sent to the input of the
Kohonen layer (Fig. 1) (14).

The goal of the self-organization is to minimize
the difference between distances:

d(xkl-,wl-j) — min d(xki,wij) : (15)

of the input vectors’s xj; elements and the weight
coefficients w;; of the Kohonen layer’s neuron-
winner, in accordance with correction formula:

wii(t + 1) = wy; () +n(8) [xx; — wy; (8], (16)

where: n(t) —time-varying correction step factor.

Usually, the monotonically decreasing function
(0 <n(t) <1) is chosen as n(t). The Euclidean
distance is used as a measure of distance:

Al wy) = [ELaGi - w)  (17)

Second stage. The values of the training
selection vectors {x;;} are sequentially sent to the
input of the Kohonen self-organizing layer during
performing the calibration procedure for the
elements of the output vector of the training
selection. On the input of the Kohonen layer for
each of these values, on the basis of (14), values of
the output vector {yy;}, j = 1,p are formed (p is the
number of neurons (classes)). The serial number of
the winning j neuron of the k-th vector {y,;} is
assigned as the value to the k-th element of the
calibration vector {z;}. Thus, after performing the
calibration procedure, we have a preliminary
solution in the following form:

Z1
[]) (18)
Zp

[Yn
Yn1

where: the elements of the X matrix satisfy formula
(14), the elements of the Y binary matrix of the
desired outputs are formed as a result of the
competitive Kohonen layer training. Vector y, ;= 1,
if j is the winner’s neuron number and y, ;= 0 in all
other cases. The elements of the Z calibration vector
are the index number of the winning neuron j.

X11 X1q

R =(X,Y,Z){

ylp
Xn1 an ynp

178

Systems analysis, applied information
systems and technologies

ISSN 2617-4316 (Print)
ISSN 2663-7723 (Online)



Applied Aspects of Information Technology

2019; Vol.2 No.3: 173-185

il

Getting aggregated data >
4
Apyand Ay

The neural network output machine

Stage 1. Self-organization Kohonen layer's neurons

v

Stage 2. Calibration of elements of the output vector R = <X YZ>

v

Stage 3. Labeling of Kohonen layer’s neurons Z

Step 3.1. The formation of a two-dimensional

v

Step 3.2. Line-by-line and column-by-column
histogram DK,,J» correction

v

Step 3.3. Building the matrix M, of matching of the
numbers of neurons and classes

v

(%)

tep 3.4. Correction of the calibration vector Zg

i :
i I
| :
i I
' 1
' 1
| :
i |
E histogram D,,;
i I
i :
i I
' 1
| :
' 1
i |

Formulate a classification solution
in the form Ry=<X T Z>

Fig. 2. Method’s of the neural network classification with partial involvement of a teacher of

poorly labeled data stages
Source: compiled by the authors

Third stage. The procedure for labeling
Kohonen layer’s neurons by class numbers of the
training selection’s aggregated data has been
proposed to determine the matching between the
value of the final grade {¢t,} (class number) from the
labeled training set Ar,, (8) and the value of the
neuron-winner number of the calibration vector {z;}
(18), (8). The labeling procedure requires three steps
(Fig. 2).

Step 3.1, We must form a two-dimensional
histogram  D,,; (square matrix) of pairwise
coincidences of the neurons and classes numbers
Zim = tij, Where m, j = 1,p, for all examples of the
training selection. Histogram D,,; building on a
mnemonic code:

D=0, /*the matrix elements
nullifying*/

for m = 1:p

for j = 1:size(Y,2)/*the number of
classes*/

for k = 1l:size(Y,1) /* the number

of training selection examples */
if ((P(k) == m) && (Z(k,1)== m))
D(m,j) = D(m,3j)+1;

end

end

end

end

Step 3.2. We must perform line-by-line and
column-by-column  histogram  D,,; correction,
leaving unchanged only those values of elements
that satisfy the condition:
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max(D,,) = max(Dj)
m=j
max(Dy,j)<>0

(19)

The remaining values of the intersecting row
and column are setting to zero. Line-by-column
histogram D,,,; correction on the mnemonic code:

for j = 1:size(D,1)

for m = 1:size(D,1)

if (D(m,j) == max(D(:,3)))

&& (D(p,j) == max(D(p,:))) é&&
(D(p,3)> 0 )

D(:,7) = 0;

D(m,:) = 0;

end

end
end

As you can see, the two-dimensional histogram
Dy, correction is performed iteratively, while only
one non-zero value remains in each line and column.
The result of the correction is saving in Dr’flj.

Step 3.3. The corrected pairwise matches two-
dimensional histogram D,’flj can be transformed into
the matrix of numbers of neurons and classes
matching for all samples of the training selection
(Mym, k = 1'_2)

M=0

for m = 1:size(Dk,1)

for j = 1:size(Dk,1)
if Dk(m,7)>0
M(1,m)= p;
M(2,m)= j/'

end

end

end

Step 3.4. At the last step, we perform the final
correction of the calibration vector {z}, using the
matrix of numbers of neurons and classes matching.
Based on the (8) and the resulting vector{z;}, we
can formulate a classification solution (20) and
transmit it to compare the results and evaluation of
the expert marks’ quality T on the state of the object

by comparing it with solution Z:
t11 4
[ []) (20)
tp

Zp
The developed models and methods testing
within the MSM Data mining system on the
“working conditions” data
The research shows that the intellectual activity
of the sociologist-expert in making classification
decisions about the impact of working conditions on

X11 X1q

R, =(X,T,Z)(

Xn1 an

the health of the target audience is related to the
organization of MSM’s data for the “working
conditions” group [17], [19], [21]. This group
includes quantitative and qualitative attributes that
set the levels of aerosol, electromagnetic, acoustic,
chemical and biological effects, ionizing radiation,
microclimate, lighting and vibration. As a result of
the MSM’s data analysis, in accordance with the
proposed scale (which depends on the level of
maximum permissible concentration of the studied
factor), the sociologist-expert evaluates the state of
working conditions as: “optimal”, “acceptable”,
“harmful”, “dangerous”, “extreme”.

The results of the testing of developed models
and methods as part of the MSM Data mining
system during a comprehensive examination of the
level of aerosol exposure, as one of the factors of
working conditions affecting the health of the target
audience, are shown in Fig. 3. The training selection
consisted of 1200 examples. The sociologist-expert,
based on the analysis of the converted data on the
dispersion composition, concentration, exposure
time and type of aerosol particles (which are
displayed in a special electronic questionnaire (Fig.
3(1), determines the general level of aerosol
exposure. The aggregated data Ar,, (Fig. 3(2) are
transmitted through the storage to the neural network
output machine to check the quality of the expert's
decision. As a result of the self-organization and
calibration steps, a preliminary decision R,,, which is
transmitted to Step 3, is formed (Fig. 3(3)). To label
the elements of the calibration vector Z, a two-
dimensional pairwise coincidences of the numbers
of neurons and classes histogram D is formed from
the preliminary solution R, (Fig. 3(4)). Then, in
order to get the matrix of the numbers of neurons and
classes matching M (Fig. 3(5), line-by-line and
column-by-column correction is performed (Fig. 3(6)).

To form the classification solution R via the
matrix of matching, the final correction of the
calibration vector Z is performed (Fig. 3(7) — DSS
decision).

Thus, the sociologist-expert can compare his
decision and the solution, proposed by the MSM
Data mining system, and corrects his decision. In
addition to the determining of aerosol exposure
level, the developed MSM Data mining system was

used to determine the general levels of
electromagnetic, acoustic, chemical and biological
effects, ionizing radiation, microclimate,

illumination and vibration. To compare the decision
of the sociologist-expert (Final level) and the
classification decision (DSS decision) via the (1) and
(2), the values of TPR and FPR were calculated. The
results of the TPR and FPR calculations for all
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samples of the training selection for all of the conditions group before and after correction are
determined exposure levels of the working shown in Fig. 4 and Fig. 5a,b, respectively.

YpOBEHL A3P030NLHOND BO3ASACTENA X I
The level of asrosol exposure k disp conc time | type P
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Fig. 3. The results of testing the operation of the MSM Data mining system:

1 — subsystem for the preparation of initial data; 2 — aggregated data from the storage
receiving; 3 — the result of the calibration procedure of the output vector’s elements; 4 — two-
dimensional histogram formatting; 5 — line-by-line and column-by-column histogram correction; 6 —
matrix of the matching of numbers of neurons and classes; 7 — the decisions of the sociologist-expert

and classification decisions comparison
Source: compiled by the authors
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Fig. 4. Comparative TPR results:
before —a and after — b of the correction
Source: compiled by the authors
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Fig. 5. Comparative FPR results:

before —a and after — b of the correction
Source: compiled by the authors

The calculation analysis of the values of first
(Fig. 4) and second type errors (Fig. 5) before and
after the correction shows an increase in the relative
share of TPR by an average of 20 % and a decrease
of 50 % in FPR for all groups of working conditions.
Moreover, after the sociologist-expert decisions
correction, the TPR marks are more evenly
distributed for all of the studied exposure levels
from the group of working conditions (Fig. 4). The
decrease in the relative share of truly negative cases
(FPR) is especially noticeable for the levels of
chemical and biological effects (Fig. 5).

THE CONCLUSION AND THE
PROSPECTS FOR FURTHER RESEARCH

The testing results analysis showed that the use
of the developed models and methods within the
MSM Data mining system to determine the impact
of working conditions on the health of workers

allowed to increase the reliability of expert
decisions. The following tasks were solved.

1. Based on the analysis of literary sources, it
is shown that new knowledge about the target
audience is extracted from the MSM’s empirical
data as a result of a cyclic sequence, consisting of
six mandatory steps.

2. The problems of organizing the MSM Data
mining system for a sociologist-analyst, based on the
CRISP-DM standard, are considered.

3. The functional structure of the MSM Data
mining system was proposed. The problem-oriented
MSM Data mining system, according to the
proposed structure, consists of subsystems of initial
MSM’s data preparation and aggregated data
storage, neural network modeling approach and
decision making on the basis of MSM’s data
supporting.
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4. The formalization of the MSM hypothesis
was proposed. The detailed and aggregated MSM’s
data models were developed in terms of classify-
cation/clustering problems.

5. The method of neural network classification
with a partial involvement of a teacher of poorly
labeled data has been developed.

6. The MSM Data mining system was
developed and tested on the “working conditions”
data.

The use of the developed within the MSM Data
mining system models and methods allows you to
correct the sociologist-expert decisions. This can be

performed in accordance with the decisions, which
was made by the neural network classification with
partial involvement of a teacher of poorly labeled
data. It’s proven that it is possible to increase the
relative share of correct expert’s evaluation by an
average of 20 % and reduce by 50 % for a number of
MSM Data mining tasks the false evaluations.
Among the latter: determination of enterprise’s
working conditions, according to the levels of
aerosol, electromagnetic, acoustic, chemical and
biological effects levels, ionizing radiation,
microclimate, lighting and vibration.
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AHOTAIIA

Jnst aBromarusauii mpolecy OTPUMaHHS 3HaHb (METaJaHMWX) HPO CTaH TPOMAJCHKOTO 3[0pPOB'S LIIBOBOI ayaHTOPIi
3alIpOIIOHOBAHO BHKOPHUCTOBYBATH CHUCTEMY IHTEJEKTYyalbHOTO aHali3y HaHHX MEAUKO-COLOJIOTIYHOrO0 MOHITOPHHTY 3
BHKOPHCTAHHSIM HEHPOHHOI Mepexi 3 KOHKypyrounM ImapoM Koxonena. s peamizamii cHcTeMH po3poOnieHi HacTymHi
Cremniaii3oBaHi 3aCO0M: MOJETI i METOJ MPEICTABICHHS IETali30BaHMUX 1 arperoBaHNX MEIHMKO-COIIONOTIYHAX JaHUX B MPOCTOPAX
MEePBUHHMX 1 BTOPHHHUX O3HAK; METO]| HefipoMepexeBoi Kiacudikallii pecrioHAeHTIB Ha OCHOBI MAllIMHHOTO HaBYaHHS HEHPOHHOI
Mepexi 3 KOHKYPYIOUHMM IIapoM; Ipoleaypa MapKyBaHHs HelpoHiB mapy KoxoHeHa 3 ypaxyBaHHsIM KinacugikamiiiHUX pilleHb
OTPUMaHHX Bi collioyiora-aHaiiTuka (MepBUHHUX MapkepiB). [IpM BHKOHAHHI TMpoLEAypH MapKyBaHHsS Ha IEPUIOMY KpOIli
OymyBaTHCsl JBOBHMMIpHa TricTorpaMa TIOMapHHX 30iriB HOMEpiB HEHpOHIB 1 ICHYIOYMX INEPBUHHUX MapKepiB KiaciB, naii
BUKOHYETBCSl 11 KOPHTYBaHHS MO Ps/IKaX Ta MO CTOBOISAX BIAMOBIAHO A0 PO3POOJICHOTO NPaBHIOM. Pe3ynbTaToM BHKOHAaHHS
KOPUTYBAaHHSI € MAaTpHUI BIAMOBITHOCTEH HOMeEpiB HeipoHiB mapy KoxoHeHa i iCHYIOYHX MapKepiB KiacH(iKalliifHUX pPIlleHb.
Amnpo0artist po3poOJICHHX MOJeNeil 1 METONIB MPOBOAMIACS Ha OCHOBI CHCTEMH IHTEIEKTYalbHOTO aHaji3y 3 BHUKOPHCTaHHSIM
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pCATbHUX JaHUX MEIHKO-COLIONIOriYHOr0 MOHITOpHHTrY. IIOKa3aHO, [IO BAAIOCS IJBUIIUTH BiIHOCHY YacTKy MpPaBHJIBHUX
knacuikamiiHux pimeHs B cepenubomy Ha 20 % 1 3Hm3uTé Ha 50 % 4YacTKy NMOMHIJIKOBHX PIIICHb B HMOPIBHSHHI 3 COIIOIOrOM-
aQHATITHKOM JUIsl PSIy 3a4ad iHTENeKTYalbHOTO aHaji3y JaHHX MEIUKO-COLIOJOriYHOr0 MOHITOPUHTY IOB'SI3aHHX 3 BU3HAYCHHSIM
YMOB TIpalli peclOH/IEHTIB.

KniouoBi ciioBa: iHTeneKTyanpHUN aHaNli3 JAaHUX, MEAUKO-COLIOJNOTIYHHA MOHITOPHHT, HEHPOHHI Mepexi 3 KOHKYPYIOUUM
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AHHOTAIMA

Jlst aBTOMATH3aIKH [IpoLiecca MOIydeHNUs 3HAaHUH (METaJaHHbIX) O COCTOSHHH OOLIECTBEHHOTO 30POBBsSI LIETIEBOH ayTUTOPHU
MPEUIOKEHO HCHONB30BaTh CHCTEMY WHTEUIEKTYaJbHOTO aHadW3a JaHHBIX MEIWKO-COIMOJIIOTMYECKOTO MOHHMTOPUHTA C
UCHOJIb30BAaHUEM HEHPOHHOM ceT ¢ KOHKypupyrolmuM cioeM Koxonena. [t peanusanuy CHCTEMBl pa3pabOTaHBl ClEIYOLINE
CHELUAIU3UPOBAHHBIC CPEICTBA: MOJEJIUM M METOJ IPEACTABICHUS JAETAIM3HPOBAHHBIX U  arperMpOBaHHBIX MEIHUKO-
COIIMOJIOTHYECKHX TaHHBIX B IPOCTPAHCTBAaX IEPBHYHBIX W BTOPUYHBIX IIPU3HAKOB, METOJ HEHPOCEeTeBOW KiIacCH(PHKAINU
PECHOHJICHTOB HAa OCHOBE MAIIMHHOTO O0y4YeHHs HEHPOHHOI CeTH ¢ KOHKYPHPYIOLIMM CJIOEM; NPOIeaypa MapKHPOBKH HEHPOHOB
cioss KoxoHeHa ¢ yueToM KilacCH(UKAIMOHHBIX PEIICHUH IOJyYeHHBIX OT COLMOJIOra-aHAIUTHKA (IIepBOHAYAIBHBIX MapKepoB).
[Tpu BBIMOTHEHHN MPOLETYPHl MAPKAPOBKU HA MEPBOM IIIAre CTPOHUTHCS ABYMEPHAs THCTOTPaMMa MOMAPHBIX COBIIAJCHUI HOMEPOB
HEWPOHOB M CYNIECTBYIOUIMX IEPBOHAYANBHBIX MAapKEpOB KIACCOB, Jajlee BBINOIHACTCS €€ IIOCTPOYHO M MOCTOJIOIOBast
KOPPEKTHPOBKAa B COOTBETCTBHUM C pa3pabOTaHHBIM MpaBUIOM. Pe3ylbTaToM BBINONHEHUS KOPPEKTHPOBKH SIBISICTCS MaTpHIA
COOTBETCTBHH HOMEPOB HEHpOHOB ciosi KOXOHEHa M CYIIECTBYIOIIMX MapKepoB KIACCH()UKAIIMOHHBIX peIleHUH. AmpoOarius
pa3pabOTaHHBIX MOZENEH ¥ METOJI0B IIPOBOJHIIACH HA OCHOBE CHCTEMbl HHTEIUICKTYaJIbHOTO aHAIIM3a C HCIOJIb30BaHUEM PEalIbHBIX
JIaHHBIX ~ MEJHMKO-COIIMOJIOTHYECKOro  MoHHTOpuHra.  [loka3aHo,  4To ynaJoch  HOBBICUTb ~ OTHOCHUTENIBHYK  JOJIO
NIPaBHIbHBIXKITACCU(UKAIIMOHHBIX pelleHui B cpequeM Ha 20 % u cHE3UTH Ha 50 % OO JIOXKHBIX PELICHHH 10 CPaBHEHUIO C
COIMOJIOrOM-aHATUTUKOM JJIs psna 3a1a4 UHTEJUIEKTYalbHOIO aHanmsa JAHHBIX MeIUKO-COLIUOJIOTMYECKOTO
MOHHTOPHHTA,CBSI3aHHBIX C ONPEAEICHUEM YCIOBUH TPY/A PECIIOHICHTOB.

KnrodeBble c/10BAa: WHTEIUIEKTYyaNbHBIH aHAIM3 AAHHBIX; MEIUKO-COIMONOTHYECKHH MOHHTOPHHT; HEWPOHHBIE CETH C
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