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ABSTRACT

The rapid expansion of artificial intelligence (Al) in consumer markets presents challenges, particularly in how cognitive biases
influence financial decision-making. These biases can lead to irrational spending, raising ethical concerns about AI’s role in such
applications. This research explores how Al can enhance decision-making effectiveness and support consumers in making more
rational financial choices. The focus is on developing an intelligent financial management system that applies modern Al algorithms
to analyze financial behavior, detect anomalies, and offer personalized recommendations. The article considers a system for
generating personalized financial recommendations based on large language models, which uses transaction history, predicted costs,
and anomaly information to generate individual advice. Techniques include using Isolation Forest for identifying atypical financial
actions and a combination of ARIMA and LSTM models for budget forecasting. The research also considers integrating these models
with large language models (LLMSs) to generate personalized recommendations. The methodological part of the work includes an
analysis of existing models and their areas of application, defining data types and structures for processing, developing a system that
integrates the available models, and testing it. The process of generating recommendations is described, which includes the stages of
processing input data, forming context, generating recommendations and evaluating them taking into account user characteristics,
such as risk level, financial goals and preferences. The generated recommendations are aimed at optimizing the user's financial
behavior and can be adapted to different income levels. Special attention is paid to the ethical aspects of the system, which include
ensuring confidentiality, fairness and transparency, as well as the importance of supporting user autonomy in making financial
decisions. The system promotes responsible financial behavior by helping to avoid impulsive spending and increasing financial
awareness without manipulation or imposing specific decisions.
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INTRODUCTION

The modern financial landscape faces numerous
challenges, among which key issues include
ineffective financial management and financial
illiteracy, both among individual consumers and
organizations. Many individuals lack sufficient
knowledge to make sound financial decisions,
making them vulnerable to aggressive marketing
strategies. This is especially relevant in the context
of increasingly sophisticated Al-enhanced marketing
techniques that can manipulate consumer behavior,
promoting irrational expenditures.

Research in behavioral economics shows that
cognitive biases, such as loss aversion or framing
effects, significantly impact consumer decision-
making, often leading to deviations from rational
behavior. This highlights the need for intelligent
systems that can help consumers overcome these
biases and make more informed financial
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decisions.Al is already demonstrating considerable
potential in the financial sector, particularly through
its ability to analyze large volumes of data and
uncover hidden patterns. For example, systems that
combine cognitive psychology with machine
learning algorithms can personalize user experiences
and offer recommendations based on an analysis of
their behavior and preferences. This enables Al not
only to predict consumer behavior but also to
provide more accurate recommendations for
financial planning, budgeting, and investing.

The goal of this study is to develop principles
for creating financial recommendations using Al
models, regardless of user’s income levels.

1. LITERATURE OVERVIEW

At present, there is a significant body of work
that provides extensive information about
recommendation systems (RS).

In [1], theoretical studies for RS are described,
along with new developments of applications,
prototypes and real examples of such systems.

This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/deed.uk)

348 Software engineering and systems analysis

ISSN 2617-4316 (Print)
ISSN 2663-7723 (Online)


https://doi.org/10.15276/aait.07.2024

Shuryhin K. A, Zinovatna S. L. /

Applied Aspects of Information Technology

2024; Vol.7 No.4: 348-358

Recommendation systems play a crucial role in
many areas: e-commerce websites, online shopping,
dating apps, social media, digital marketing, online
advertising, etc., as they provide users with
personalized recommendations and feedback based
on their preferences and choices [2].

Sources [3, 4] describe the main models
underlying the construction of RS, highlight the
primary sectors where such systems are used, and
outline the distribution of publications for various
application areas. It is noted that e-commerce, which
can be considered a part of financial services,
accounts for 17% of all reviewed studies.

Authors in [5] focus on the psychological
mechanisms through which RS impacts user
satisfaction. It is shown that the type of search goal
interacts with the types of recommendations.
Psychological reactance, a resistance that users may
feel towards RS recommendations perceived as a
threat to their freedom of choice, is also discussed as
one of the primary reasons users reject
recommendations.

In RS, there are two roles: predicting the value
(how a user will rate a resource) [6]. The education
sector is used as an example in this study.

When it comes to the financial sector,
publications most often describe recommendations
systems specifically for financial consulting.
Financial consultants can improve the trading skills
of investors; however, the presences of trading
experience and professional complexity negatively
correlates with the use of financial consultations,
meaning that more experienced investors are less
likely to use recommendations [7]. There is also
study that found the connection between financial
consultations and subjective well-being is stronger
for households that have experienced income
growth, individuals who do not consider themselves
financially knowledgeable, and those with a weaker
internal locus of control [8]. The foundation of the
research is the idea that households face the need to
make decisions with financial consequences every
day, and the ultimate goal of decision-making is to
achieve outcomes that enhance the quality-of-life
experiences by individuals (subjective well-being).

For providing financial consultations, the GPT-
4 bot can be used, which “offers specific investment
portfolios that reflect an investor’s individual
circumstances, such as risk tolerance, risk capacity,
and preference for stability”.

There are other financial sectors where
recommendation principles can be applied, such as
banking, stocks, and insurance [10], in these areas,
users are viewed as active entities who engage in

interactions (such as browsing, selling, buying,
rating etc.) within the system.

In [11], it was noted that a certain limit of
development has been reached for recommendations
systems in the financial sector. At the same time,
such systems are “considered to be intelligent and
experienced financial managers, well-informed and
aware of each client’s financial situations, regardless
of their location”. Further expenditures on their
promotion can only be justified by economic impact.

Recommendation systems exist for banks; in
particular, such system can provide personalized
recommendations on spending opportunities near the
user based on their credit card usage history and
geolocation data [12], thereby taking context into
account. However, the authors of the study highlight
the aspect that user preferences are unstable and
highly dependent on the user’s actual goal. Since
these systems focus on money management and
spending opportunities, there is a significant need to
explain the systems’ results.

In [13] a recommendation system is presented
for managing and utilizing three components of
salary: savings, investments and expenses. The
system focuses specifically on salary-related
recommendations, but it concludes that such a
system is useful when a person has a high income.

A large number of studies are dedicated to the
development of recommendations systems for
financial products. Specifically, [14] proposes an
innovation that involves the seamless integration of
Transformers, transfer learning and graph neural
networks (GNN) to address issues faced by
traditional methods, such as user cold start, data
sparsity, and complex relationship modeling. In [15]
generative adversarial networks (GANs) are
considered as a predominant Al technigue/model in
various recommendation systems. In [16] an
interpretable model for personalized financial
service recommendations it proposed, based on self-
attention mechanisms, by combining the long short-
term memory (LSTM) model and the topic model
Linear Discriminant Analysis (LDA) with Al
support.

In [17], the need to understand the specifics of
the recommendation system environment and the
expected impact of the system on its users is
emphasized. It is necessary to evaluate the quality of
recommendation systems not only in terms of the
accuracy of the recommendations provided but also
by considering the diversity and novelty of the items
included in the recommendations [5, 17]. Users are
likely to follow recommendations only if they have
developed trust in the system over time. Therefore,
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recommendations should also be evaluated based on
whether the provided recommendation was utilized.

Acceptance of Al-generated recommendations
is a function of attitudes toward Al, trust, perceived
accuracy, and the level of uncertainty [18]. The
described  attitude-perception-intention ~ model
defines the basic psychological mechanism by which
users decide to accept Al-supported advice.

Consumers often prefer human interaction in
fields characterized by high consumer involvement,
such as healthcare and financial services, over
computer-generated advice [19]. However, Al is still
rapidly being implemented in the financial sector.
The concept of a robo-advisor has even emerged,
offering “personalized risk analysis and real-time
service adjustments based on self-service, requiring
minimal human interaction” [20]. A robo-advisor
essentially offers software for retail investors who
lack sufficient experience or funds to hire a personal
financial consultant [21]. As a potential
enhancement, integrating Neuro-Linguistic
Programming (NLP) technology into robo-advisor
software could improve Al chatbots, increasing
customer satisfaction and the likelihood that clients
will follow portfolio guidance.

Privacy and security are important issue for
recommendation systems. Even with excellent
performance, users find it difficult to trust such
systems due to opacity and privacy concerns [22].

In general, the ethical implications of using Al-
based recommendation systems are a distinct area of
research. For instance, [23] provides a conceptual
assessment of human autonomy when using a
universal recommendation system. The concept of
human autonomy is defined in [24] as “the ability to
be one’s own person, to live one’s life according to
reasons and motives that are taken as one’s own, and
not the product of manipulative or external forces
that distort, thus being independent”. The conclusion
of the study [22] is that not everything needs to be
recommended, and people should be aware of the
potential impact of automated recommendation
technologies.

Thus, when designing recommendation systems
to support financial decision-making, the following
aspects must be considered; accuracy, completeness,
privacy, and adherence to ethical standards.

2. USING Al MODELS TO ADDRESS THE
ISSUE OF FINANCIAL RECOMMENDATION
FORMATION

In the financial sector, Al is also used for
detecting anomalous financial transactions and
preventing fraud. The Isolation Forest model, which

is well-suited for anomaly detection, can be applied
to analyze consumer behavior, particularly to
identify spontaneous expenses or impulsive financial
decisions. Additionally, deep neural networks (CNN,
RNN) are actively used to analyze consumer data
and predict behavioral patterns, enabling the
optimization of marketing strategies.

Al also plays an important role in financial
recommendation systems that help users choose the
best financial products or services. Algorithms based
on collaborative filtering and deep learning methods
are used to analyze user behavior and create targeted
offers that meet their needs. These systems can
significantly improve the quality of financial
decisions by reducing the impact of cognitive biases
on consumer behavior.

2.1. Detection of anomalous expenses using
isolation forest

The concept of Isolation Forest was used as the
basis for detecting anomalous user expenses, with its
core idea being the isolation of anomalies from
normal data.

To achieve this goal, a binary tree is initially
created by randomly selecting features and
distributing values. The next step is to determine the
anomaly score by calculating the path length from
the root of the tree to the terminal node. The shortest
paths are considered anomalies.

The mathematical basis for calculating the
expected path length is the following formula:

2loglog (n—1) —@

E(h(x)) =c(n) + ,

n

where c¢(n) is the average path length for
unsuccessful searches in a binary tree; h(x) is the
path length for point x in the isolation tree (the
number of edges traversed from the root to the
terminal node).

cn)=2Hn-1) — (_2(71 — 1)>,

n
where H(i) is the harmonic number, calculated as:
, i 1
H() = iy

The anomaly score for a point is calculated
based on the average path length across all trees:

_E(h(x))
s(x,n) =2 <,

where s(x,n) = 1, if the point is an anomaly;
s(x,n) = 0.5, if the point is normal.
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2.2. Budget prediction using ARIMA and
LSTM

To predict user budget expenses, a combination
of two models was used: ARIMA (Auto Regressive
Integrated Moving Average) and LSTM (Long
Short-Term Memory). Both models are designed to
work with time series data but have different
approaches to solving the problem. In this context,
ARIMA was used for short-term forecasts, and
LSTM for long-term forecasts, allowing for more
accurate and stable predictions. The first stage of
prediction is data preparation. This includes data
cleaning, handling missing values, and standardizing
the data format. The main focus is on removing
trends and seasonality from the data series, as these
factors can affect the accuracy of the forecast.

2.2.1. ARIMA model

The ARIMA model
components:

* AR (AutoRegressive) component, which
models the dependency between an observation and
several previous observations.

* I (Integrated) component, used to eliminate
non-stationarity.

« MA (Moving Average) component, which
models the dependency between an observation and
the forecast error.

Mathematically the ARIMA(p, d,
described by the equation:

Ve =Ct+ P1ye1 + P2yez + o+ dpyep +
0161 + 0262 + -+ Og€rq T €,

consists of three

q) is

where y, is the value of the series at time ¢, ¢, are
the coefficients of the AR component; 6; are the
coefficients of the MA component €; is the random
error term, c is a constant.

The process of building an ARIMA model
includes determining the orders p, d, q. The
parameter p represents the order of the
autoregressive component, i.e., the number of
previous values wused for forecasting; it is
represented in the formula by the coefficients ¢; for
values y;_;. The parameter d denotes the degree of
differencing, which determines how many times the
series needs to be differences to ensure stationarity;
this operation is performed on the time series before
applying the formula. The parameter g indicates the
order of the moving average component, meaning
the number of previous random errors considered in
forecasting; it is represented by the coefficients 6;
for the error terms e,_;. After determining these
parameters, usually selected using the Akaike
Information  Criterion  (AIC) or  Bayesian

Information Criterion (BIC), the model is trained on
the training data and used for short-term forecasting.

2.2.2. LSTM model

For long-term forecasts, the LSTM model is
used, which is a type of recurrent neural network
(RNN). The LSTM model can capture long-term
dependencies in time series data due to its specific
architecture, which includes memory cells and
mechanisms  for  forgetting and  retaining
information. Mathematically, the behavior of a
single LSTM block is described by the following
equations:

ft = U(Wf [he—1, xe] + bf)
it = o(W; - [he—q, ] + by)
C:~ =tanh tanh (W¢ - [he_q, x:] + be) ,
Co=fe*Ca+irxC
0 = o(Wp - [he—y, xc] + bo)
h: = o; *tanh tanh (C;)

where f; is the forget vector i, is the input vector,
C:” is the new candidate for the cell state value; C;
is the updated cell state, o, is the output vector; h;
is the vector of output values from the LSTM block;
We , Wy, W, W, are weight matrices; by, b;, bc, b,
are bias vectors.

The LSTM network is trained on historical
spending data to create long-term forecasts, taking
into account long-term dependencies between
observations.

2.2.3. Combination of forecasts

The final step is the combination of forecasts
obtained from the ARIMA and LSTM models. For
this, a weighted average method is used, where the
results of both models are combined to obtain the
final expense forecast.

The formula for the final forecast is as follows:

yt/\ =q- y{L‘lRIMA + (1 _ (Z) . y€STM ,

where a is the weight coefficient that determines
the influence of each model on the final result.

The combination of ARIMA and LSTM allows
for consideration of both short-term and long-term
trends, enhancing the accuracy of user expense
forecasts.

23. LLM for
recommendations

generating  financial

A large language model (LLM), such as LLaMa
3.1, can be effectively used to generate personalized
financial recommendations based on the analysis of
previous financial data, spending anomalies, and
budget forecasts. This section provides a detailed
look at the approach to using LLM for this task and
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presents a diagram describing the process of
integrating the LLM model into the overall system
architecture.

2.3.1. Data collections and preparation

To generate personalized recommendations, it
is important to ensure high-quality input data.

This data includes:

— historical transaction data of the user;

— data on detected spending anomalies;

— budget expenditure forecasts based on
ARIMA and LSTM models;

— additional parameters, such as the user’s
financial goals, risk tolerance, and typical spending
patterns.

The data is transferred to the LLM after
preprocessing, which includes normalization,
categorization, and extraction of the key features.

2.3.2. Generation of personalized advice
After configuring the LLM, the model can use

the available data to create personalized
recommendations.
The recommendation generation process

proceeds as follows:

1. Processing input data: The LLM receives
input data, including transaction history, projected
expenses, and anomaly information.

2. Context formation: The model defines the
context based on the user’s current financial status,
forecasts, and identified anomalies.

3. Generating recommendations: Based on the
context, the model generates several options for
financial advice, taking into account both the user’s
short-term and long-term goals.

4. Evaluation of recommendations: Each
recommendation is evaluated in terms of its
alignment with the user’s individual characteristics,
such as risk level, financial goals, and preferences.

The generated recommendations are delivered
to the user through the system interface as structured
suggestions, including explanations and an
assessment of the potential consequences of each
decision. The user can select one of the suggestions
or request additional recommendation of the initial
set does not meet their needs. The recommendations
are adapted to the wuser’s financial capacity,
providing valuable advice for individuals with
various income levels, from low to high. Since the
analysis, forecasting and advice generation occur
within the context of the user’s specific financial
operations, the system will be beneficial regardless
of the user’s income level.

Fig. 1 illustrates an example of a request to the
LLM to obtain a personalized financial

recommendation. Fig. 2 shows an example of the
model’s response based on the provided context.
Figure 3 demonstrates the interaction of Al
components within the financial system. In the
initial stage, the system receives input data on the
user’s financial transactions, which then pass
through the data preprocessing module. This module
is responsible for data cleaning, normalization, and
preparation for further analysis by the models.

3. ENSURING COMPLIANCE WITH
ETHICAL PRINCIPLES IN THE SYSTEM

Ethics is an important aspect in designing
recommendation systems (RS) for supporting
financial decisions, as it affects how much users
trust the system and how willing they are to accept
recommendations as objective and unbiased.

In [25], an analysis of ethical issues created by
recommendation systems is conducted. The study
describes how ethical consequences can arise in a
recommendation  system: its operations can
(negatively) impact the utility for each of its
stakeholders and/or violate their rights. Ethical
impacts can be immediate (e.g., an inaccurate
recommendation leading to reduced utility for the
user) or expose relevant parties to future risks (such
as the influence of potentially irrelevant or harmful
content).

The authors of [26] analyze recommendation
system technology from the perspective of methods
used to address issues in the following areas: privacy,
personal data, fairness, transparency, personal
identity, and the proper functioning of society.

An Al-powered system must ensure a balance
between its ability influence the user and the user’s
autonomy, promoting more rational financial
behavior. One of the ethical advantages of such a
system is its ability to help users become aware of
their financial habits without judgement, offering the
opportunity for an objective analysis of spending
and savings, regardless of income level.

An Al-based recommendation system can
promote responsible financial behavior by enhancing
the user’s financial awareness and helping them
avoid potentially irrational expenditures. In an
aggressive marketing environment, where users are
constantly exposed to advertising, an ethically built
recommendation system allows users to maintain
control over their financial decisions. Al algorithms
analyze data to ensure the accuracy and usefulness
of recommendations, avoiding manipulation and
supporting user’s long-term financial goals. This
helps users navigate a complex informational
landscape where marketing influences often lead to
impulsive purchases and irrational spending.
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Data formation for modeling user financial transactions

trensacti

Context formation for generating financial recommendations

The context includes data on transaction history, financial goals, risk level, and the
user's current balance

CONCaEt = |

_ : trapeactlon_history,
"financisl_goals ngE”, "Reduce UNnNecEssArY expenses"],
"rizk_tolecance” .
“current_kalance™: 5000,

Model invocation for generating recommendations
Executing a request to the model to obtain financial recommendations.

The context data os transmitted to the APl in JSON format

response = reguests.poat(llama_spi_url, Json=ConText)

v

Processing the response from the API

Request successful

&5 if response.status_code == 200:

. N Displaying an error message
Receiving recommendations in list format playing 9

FIHT [ FraE A ] £ atu= codel - Irescon E1m
recommendstions = response.ison() .get ("reccrmendationz=, []) print (E"error: [response.st atus code] [response.textl ")

v

Displaying the received recommendations

print (“Nepconanizonani pinanconl pexomenmauil:")
for idx, rec in enumerste (recommendations, start=l):
print (f*{idx}. [reec}®)

Fig. 1. Diagram of the request implementation to the LLM for obtaining a personalized

financial recommendation
Source: compiled by the authors

"recommendations": [
"Consider increasing your monthly savings by 10% by reducing
entertainment expenses.",
"Review unused subscriptions and cancel them.",
"Invest part of your balance in high-reliability assets for
long-term growth."

]
}

Fig. 2. Example of the model’s response based on the provided context
Source: compiled by the authors
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Financial System,

‘ Isolation Forest | ARIMA ‘

Data Preprocessmg

7/ Processed Data iH\stcrlcaI Data “Historical Data
Anomaly Detection Results |Short-term Forecasts /Long-term Forecasts

‘ LSTM

rlput Transaction Data

Large Language Model (LLM) ‘

Personalized Financial Recommendations

AN
User

Fig. 3. Diagram of the interaction of Al components within the system
Source: compiled by the authors

The ethical nature of the system is reinforced
by its focus on the user’s interests. Instead of
evaluating or judging financial behavior, the system
provides structured, well-founded advice that helps
users better understand their spending patterns,
identify potential saving opportunities, and optimize
their budget. Importantly, the recommendations are
tailored to the wuser’s individual goals and
preferences, preserving their independence and
autonomy in making financial decisions. The system
does not impose specific actions but instead offers a
variety of options from which the user can choose
that best meet their needs and goals.

4. IMPLEMENTATION OF THE
RECOMMENDATION SYSTEM

The architecture of the system is built on an event-
driven approach with a high-level of module
independence. The overall operations principle of the
system, which supports core financial operations,
integration with banking systems, as well as data
cleaning and preparation processes for further Al
module analysis, is that each module operates
autonomously. For example, the Budget Module
remains operations even if the Al module is temporarily
unavailable, and vice versa. The Al module is
responsible for key functions such as detecting
anomalous expenses, forecasting future expenses during
budgeting, generating personalized financial advice, and
recommending alternative spending options. The Build-
Train-Deploy pattern is used to integrate the Al model
into the microservices architecture, supported by AWS
SageMaker, which automates model training, testing,
and deployment [27].

A database has been developed to store data
that provides input information for the
recommendation  system, with its  Entity-
Relationship Diagram (ERD) model shown in Fig. 4,

illustrating the main entities of the financial platform
and the relationships between them. The diagram
covers various aspects of the system’s operation,
including user management, transactions, budgets,
financial goals, subscriptions, and categories.

Fig. 5 and Fig. 6 provide examples of the screen
forms of the developed system.

The system’s software implementation is built
on a modular architecture, including several
components, each responsible for a specific part of
the functionality. The main components are the Al
Module, Budget Module, APl  Gateway,
Authentication Module, and other integrations with
cloud services such as AWS Glue and AWS SQS.

The Al Module is implemented in Python using
libraries like scikit-learn, TensorFlow, and
statsmodels. Python was chosen for this module due
to its powerful data processing capabilities, ease of
integrating machine learning algorithms, and support
for a wide range of analytics libraries.

The Budget Module is implemented in Java
using the Spring Framework to ensure fast and
reliable processing of user financial transactions.
This module allows adding new transactions,
creating budgets, and retrieving expense data. Using
Spring facilitates easy configuration of REST APIs
for interaction with other modules and the client
side. The choice of Spring is based on its
effectiveness for building scalable web applications
and microservices. Additionally, using Java ensures
reliability and a high level of security in data
processing.

The APl Gateway is implemented with Spring
Cloud Gateway, allowing efficient routing of
requests between different microservices in the
system. This solution provides a centralized entry
point for all client requests and enables the
application of security policies and load balancing.
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= user_settings “financial_advices
PK| id PK| id
theme message_id
currency type
language 1n—q |created_at
timezone request_id
notification_prefe
~ notifications i _ —
Pl id 11 subscriptions
type us:rs P :ilme
message "
created at j:n PK :1“3” service_url
|_( |—1'n—d | billing_period
first_namea amount
last_name priority
password updated_at
f n:1 created_at notes
A updated_at created_at
- goals ‘ start_date T 1
PK| id Tn end_date
| name
amount A categories
-created_al ~  transactions budgets Pkl id
| updaled_at PK i'd PK i'd name
| notes name name description
| end_date amount ::;Drum —n:1 created_at
;y;Z created_at updated_at
~1:N——— created at updated_at
updated_at notes
sources notes month
PR id is_racurring parent_budget_id
name 1
group -1
| details
-created_al
-updaled_at

Fig. 4. ERD for the recommendation system
Source: compiled by the authors

Financial Dashboard

Manage your fnsnces effcirsy and efactivsly

Budgets

Welcome to Your Financial Dashboard

Goals.

usgets

Subscriptions

finaneial

Calo Gesle

Settings

Manage your

At your

Fig. 5. Main page

Source: compiled by the authors

Anomalies Detacted

Al Insights

Spending Anomaly Detestod
Your spending

an *Entertainment” this month is 0% higher than usus|

Recommendation: Gonsider reviewing your enteriainment budget,

Income Anomaly Detacied

Yeur income from "Freslanca” has decressed by 20% compared ta the previous monih

Recommendation: Diversity your income sources.

Fig. 6. Use of Al models for anomaly detection
Source: compiled by the authors

Spring Cloud Gateway was chosen for its ease
of configuration and ability to scale with the system,
which is critically important to ensure continuous
availability of services.

To ensure reliable user authentication, OAuth
2.0 is used, which allows for controlling access to
the system’s protected resources via tokens.
Implementing OAuth 2.0 on the basis of Spring
Security makes it easy to integrate authentication
with other modules and ensures reliable control over
access to important data. Spring Security was chosen
for this task due to its seamless integration with
OAuth 2.0 and its ability to quickly adapt to
different levels of user access.

For processing large volumes of transaction and
budget data, AWS Glue is used to perform ETL
(Extract, Transform, Load) operations to prepare
data for further analysis in the Al Module. Glue
Crawler automatically determines the schema of
data stored in S3 and makes it available for further
processing.
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AWS SQS is used for message queuing
between microservices. This enables asynchronous
event processing and reliable message transmission,
for example, about anomalies in financial expenses.

Terraform is used to automate the creation of
AWS infrastructure, including configuring SQS
queues and S3 buckets. This makes it easy to set up
and scale the cloud infrastructure to meet system
requirements.

The client side of the system is implemented in
React.js, providing an interactive and fast user
interface. React enables the construction of Single
Page Applications (SPA), ensuring quick response
and dynamic data updates without page reloads.
React.js was chosen for its popularity, performance,
and extensive capabilities for integration with REST
APls.

CONCLUSIONS

The use of Al models for a system that
generates personalized financial recommendations is
described. The Isolation Forest model is applied to
detect anomalous transactions, using a tree-like
structure to isolate deviations in the user’s financial
behavior. This enables the model to effectively

identify potentially spontaneous or uncharacteristic
expenses.

In parallel, ARIMA and LSTM models are used
to forecast future expenses. ARIMA provides short-
term forecasts, accounting for seasonal fluctuations
and dependencies in time series, while LSTM, with
its ability to capture long-term dependencies, is used
for more stable long-term forecasts.

The data generated by these models is fed into a
large language model (LLM), which integrates
anomaly results, short-term, and long-term forecasts
to produce personalized financial recommendations.
These recommendations are tailored to the user’s
specific financial goals and behavior and can help
optimize the budget, reduce risks, or increase
savings.

The system ensures high accuracy through the
combination of various Al models (ARIMA and
LSTM for forecasting, Isolation Forest for anomaly
detection, and LLM for generating advice),
completeness by training on user’s transactions and
financial operations, as well as privacy and security
by adhering to OAuth 2 standards and OWASP Top
10 principles. The systems’ ethical aspect is reflected
in its support for users in managing their finances
rationally, without judgement of their decisions.
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AHOTAINIA

CrpiMke nommpenHst wrydHoro intenexry (1) Ha cnokuBUMX PUHKaX CTBOPIOE CEpHO3HI BUKJIMKH JUIS CYCIIILCTBA, 30KpeMa
B KOHTEKCTi BHKOPHUCTAaHHsS KOTHITUBHHX yIEpePKEeHb, IO BIUIMBAIOTh HA yXBaJeHHS (iHAHCOBHX pillleHb cHoxuBadaMu. Lli
yIepeDKEHHS MOKYTh IPU3BOAUTH O HEepaliOHAJbHUX BUTPAT, IO CTABUTH MiJ CyMHIB eTHYHICTH 3acrocyBanHs I y momiOHMX
cdepax. ¥V npoMy JOCiiDKeHHI posmisanaeTsed, Ak LI Moke He Tinbku HigBUILYBaTH e()eKTUBHICTh yXBaJICHHs ()iHAHCOBUX PillIeHb,
ajie i jioroMararu CroxuBadaM MpuiMaTy OiIbII OOIPYHTOBaHI Ta palioHaNbHI pilleHHs. OCHOBHA yBara 30cepelkeHa Ha po3po0ii
IHTEJIeKTyaJIbHOI CHCTEMHM YNpaBiiHHA (iHAHCaMHM, sika 3acTocoBye cydacHi anropurmu LI st ananisy ¢inaHcoBoi MoBemiHKH,
BUSIBJICHHS aHOMaJIii Ta HaJaHHS IEPCOHANI30BAaHUX PEKOMEHJAMIi. Y CTaTTi po3INsANacThCs CHCTEMa IeHepallil IepcoHali30BaHuX
(iHaHCOBMX PEKOMEHJAIlI Ha OCHOBI BEJIMKHX MOBHUX MOJIEJICH, siKa BUKOPHCTOBYE iCTOPIIO TPAH3AKIiH, TPOrHO30BaHI BUTPATH Ta
iH(opMaLiio PO aHOMAJIIT T CTBOPEHHS 1HIUBIAyaIbHUX MMOpaz. 30KpeMa, JOCHTiHKYIOTHCS MOZe)i MAaIlIMHHOTO HABYaHHS, TaKi SK
Isolation Forest mms imenTugikanii arumnoBux ¢iHaHcoBUX Ail, a Takok noegHanHs ARIMA ta LSTM pmns nporHo3yBaHHs
OromkeTiB. JIOCHiDKEHHST TaKOK PO3NIIAE MOXIIUBICTH iHTErpamii X Mozejel i3 BHKOPHCTaHHSIM BEIIMKHX MOBHHUX MOJEINCi
(LLM) nnist reHepyBaHHS [IEpCOHANII30BAaHUX PEKOMEHAalii. Meroonoriyna 4yacTuHa poOOTH BKITIOYAE aHAII3 iICHYIOUMX MopeneH i
cep IXHBOrO 3aCTOCYBAaHHSI, BU3HAYCHHS THITIB Ta CTPYKTYPH AaHHX Ul 0OPOOKH, pO3pOOKYy CUCTEMH, IO iHTerpye HasiBHI MOJEII,
ta ii TecryBaHHsa. OmmcaHo mpouec (GOpMyBaHHS PEKOMEHIALiH, L0 BKIIOYAE eTarmy OOpOOKM BXiJHUX HaHMX, (OpMYyBaHHS
KOHTEKCTY, TeHepallii peKoMeH/allii Ta IX OLIHKM 3 ypaXyBaHHAM XapaKTEPUCTUK KOPUCTYBaya, TaKUX SK PIBEHb PU3HKY, (hiHAHCOBI
uini Ta ynomobanHs. ['eHepoBaHi pekoMeHIaNil CpsIMOBaHI Ha ONTHUMi3alilo (iHAHCOBOI MOBEIHKM KOPUCTYBa4a Ta MOXYTh OYTH
aZlanToBaHi O Pi3HUX piBHIB poxomiB. OKpeMy yBary HpPUAUIEHO €TUYHMM AacleKTaM CHUCTEMH, IO BKJIIOYAIOTH 3a0e3MeueHHs
KOH(iJCHIIHOCTI, CIPaBeIMBOCTI Ta IPO30POCTI, @ TAKOK BAXIMBOCTI MIATPUMKMA ABTOHOMIi KOPHCTYBaua y HPHUHSITTI
¢inaHcoBux pimieHb. CrcTeMa CHpHs€E PO3BUTKY BiAMOBIAaNbHOI (hiHAHCOBOI MOBEIiHKH, IOMOMArarodyyd YHHUKATH iMIYIbCHBHHX
BUTpAT Ta MiABUILYI04YH (iHAHCOBY 00i3HAHICTh O0e3 MaHIMYIALIH Y1 HAB’I3yBaHHsI KOHKPETHHX PillleHb.

KimrouoBi ciioBa: miTygHuil iHTENEKT, MallIMHHE HABYaHHS, KOTHITUBHI yIepe/pKeHHs, ()iHAHCOBI PillIeHHsI, eTUYHICTb.

ABOUT THE AUTHORS

Kostiantyn A. Shuryhin - Master, Software Engineering Department. Odesa Polytechnic National University, 1, Shevchenko
Ave. Odesa, 65044, Ukraine

ORCID: https://orcid.org/0009-0002-1000-303X; ksurygin5@gmail.com.

Research field: Software architecture; data processing; distributed systems

Mlypurin KoctsitnTun AnapiiioBuy - marictp kadeapu [mxenepii nporpamHoro 3abesnedenss. HanionanpHuil yHiBepeuTeT
«Opecpka nonitexHika», np. lllepyenka, 1. Oneca, 65044, Ykpaina

Svitlana L. Zinovatna - Candidate of Engineering Sciences, Associate Professor, Software Engineering Department. Odesa
Polytechnic National University, 1, Shevchenko Ave. Odesa, 65044, Ukraine

ORCID: https://orcid.org/0000-0002-9190-6486; zinovatnaya.svetlana@op.edu.ua. Scopus Author ID: 57219779480
Research field: Information technology; data processing, improving the performance of information systems

3inoBarna CaiTiiana JleoHixiBHA - KaHAWAAT TEXHIYHUX HayK, TOUEHT Kadenpu [HxeHepii mporpaMHOro 3abe3nedeHHs.
HauionanbHuii yHiBepeuteT «Onecbka nojitextika», np. Illeuenka, 1. Oneca, 65044, Ykpaina

358 Software engineering and systems analysis ISSN 2617-4316 (Print)
ISSN 2663-7723 (Online)



	21.  Bonelli, M. I. & Döngül, E. S. “Robo-advisors in the financial services industry: recommendations for full-scale optimization, digital twin integration, and leveraging natural language processing trends”. 9th International Conference on Virtual R...

