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ABSTRACT

The paper focuses on deep learning semantic search algorithms applied in the HR domain. The aim of the article is developing
a novel approach to training a Siamese network to link the skills mentioned in the job ad with the title. It has been shown that the title
normalization process can be based either on classification or similarity comparison approaches. While classification algorithms
strive to classify a sample into predefined set of categories, similarity search algorithms take a more flexible approach, since they are
designed to find samples that are similar to a given query sample, without requiring pre-defined classes and labels. In this article
semantic similarity search to find candidates for title normalization has been used. A pre-trained language model has been adapted
while teaching it to match titles and skills based on co-occurrence information. For the purpose of this research fifty billion title-
descriptions pairs had been collected for training the model and thirty three thousand title-description-normalized title triplets, where
normalized job title was picked up manually by job ad creator for testing purposes. As baselines FastText, BERT, SentenceBert and
JobBert have been used. As a metric of the accuracy of the designed algorithm is Recall in top one, five and ten model’s suggestions.
It has been shown that the novel training objective lets it achieve significant improvement in comparison to other generic and specific
text encoders. Two settings with treating titles as standalone strings, and with included skills as additional features during inference
have been used and the results have been compared in this article. Improvements by 10 % and 21.5 % have been achieved using
VacancySBERT and VacancySBERT (with skills) respectively. The benchmark has been developed as open-source to foster further
research in the area.
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1. INTRODUCTION phrase depending on the context in which it is used.
However, the drawback of such an approach is that
it requires a lot of manual work done by domain
experts and does not scale well.

Recent advances in natural language processing
have made it possible to automatically learn the
representation of words, phrases and sentences in a
way that captures their meaning and relationship to
one another. This allows for more accurate and
efficient semantic similarity comparisons while
eliminating the need for expert-created rules.

Titles and requirements specified in the Job Ads
provide crucial textual information for Candidate-
Vacancy matching.

Although job titles generally follow a certain
structure [1], they are often freely structured and

Recruitment is a field that has traditionally
relied on keyword matching to identify candidates
with the relevant skills and experience for a given
job opening. As a logical improvement for keyword-
based parsers “grammar-based” approaches were
introduced.

A grammar-based parser is a type of natural
language processing tool that uses grammatical rules
to analyze the context of words in a vacancy/resume.
This approach tends to provide a more detailed
analysis than a keyword-based parser, which only
looks for specific words or phrases. By using
computational semantics, a grammar-based parser
can understand the different meanings of a word or
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Standard classification lists with tasks, skills
and occupations were established, among which
American  Occupational Information  Network
(O*NET) [2] and European Skills, Competences,
Qualifications and Occupations (ESCO) [3].

There was some work carried out aiming at
normalizing job titles and relating their free form to
the standardized job title form [1, 4], [5].

However [4] points out that only 65 % of job
titles could be linked to their corresponding
normalized taxonomy without ambiguity. This
leaves 35 % of Job Ads for which it is of utmost
importance to analyze requirements specified in the
job description section to map the job to the
taxonomy.

To bypass the need for a large hand-labeled
dataset, we, following authors of [4, 5] make use of
job ads and work experience sections extracted from
anonymized resumes to learn the effective
representation of titles and skills mentioned in
requirements sections of vacancies. To exploit this
signal distant supervision settings (in which there is
no need for explicitly human-annotated data) are
applied in which our semantic similarity model
learns to understand the meaning of requirements
present in the Job Ad and map them to
corresponding job titles. For the test setting collected
from governmental job board [6] is used, which in
addition to the usual job title and job description
section provides a normalized form of the title
compliant with the ESCO classification, hand-
picked by the Job Ad creator.

The main contributions of this paper are:

1. A novel approach for training a deep neural
network to disambiguate the title and determine the
normalized title form based on free-form title and
skills extracted from job description.

2. Development and making open-source a new
dataset consisting of 30k+ data points with title,
skills and normalized title counterpart to foster
further research in this area.

2. LITERATURE ANALYSIS

Learning meaningful vector representation of
words, phrases and sentences could be used in many
applications [7, 8], [9, 10], [11, 12], [13] — similarity
search, recommendations, question answering,
classification etc. Because of this, mapping
sentences and phrases into a fixed-size, dense vector
space continues to draw the extensive attention of
researchers

2.1. Word embeddings

One approach to learning the representation of
words is through the use of word embedding
algorithms, such as word2vec [14], GloVe [15] or
fasttext [16]. These algorithms take a large corpus of
text and learn vector representations for each word,
such that words often seen in the same context are
mapped to nearby points in the vector space.
However, this approach has its limitations and
struggles with some aspects of language, such as
words with multiple meanings and making
representations of phrases, because phrase vectors
are computed by just the sum of the individual word
vectors.

2.2. Pre-trained language models

Lately, large language models like BERT [17],
which are capable of learning the complexities and
nuances of human language due to context-aware
word  representations, are learnt  through
unsupervised language modeling on the large
corpora of text (often consisting of billions of
words) revolutionized the field. However, the
disadvantage of BERT s that it is not suitable to
compute independent sentence embeddings [18].

There have been studies which aim to adapt
BERT embeddings to be representative at sentence-
level. As such — Universal Sentence Encoder [19]
and SentenceBERT [18] models were introduced,
and trained with supervision leveraging large
human-labeled datasets [20, 21]. Those models are
dual encoder models consisting of paired encoding
models which are trained to map texts in the vector
space so that source and target sentences are mapped
to the nearby points in the vector space. As to the
training objective: the most popular are three tasks -
namely regression (cosine similarity between a pair
of sentences is computed), triplet (anchor, positive
and negative sentence are fed to the network and
model is tuned to minimize the distance between
positive pair and maximize between the negative
one) or ranking objective function with inbatch
negative sampling where the model is trained to
distinguish between a real positive pair and all other
sentence pair combinations.

Therefore, these models are capable of mapping
texts into fixed-sized dense vectors while capturing
the meaning of the texts.

2.3. Embedding techniques and pre-trained
language models in the HR domain

Recently there has been an increase in interest
towards applying special encoders in the HR-related
domain.
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In [1] use a large hand-labeled dataset of similar
job titles and train a Siamese Recurrent Neural
network to project job titles representation into the
vector space.

In [22] suggested treating the task as a multi-
label text classification problem and using F1 score
to evaluate the performance of the classifier.

In [4] train a Siamese network to extract and
aggregate features for each token in the job title,
using the skills associated with each title as
supervision and train a model to predict the presence
or absence of the skill in a skip-gram setting.

In [5] use the aggregated representation of
skills, produced by the Distributed Bag of Words
version of Doc2Vec and train encoder model to map
title representation to the Doc2Vec vector of the
skills belonging to it.

2.4. The formulation of investigation’s aim

Using only title embeddings during inference
does not account for the contents of the job ad,
which could provide valuable elaborations and
disambiguate not clearly constructed job titles.
Approaching the task as a multilabel text
classification problem poses the disadvantage of
having a fixed number of classes and suffers from
the screwed distribution problem.

Thus, the aim of this research is developing a
novel approach to training a Siamese network to link
the skills mentioned in the job ad with the title. For
evaluating which it is necessary to investigate two
settings: the first is to treat titles as standalone
strings, the second one includes the skills as
additional features during inference.

3. DESIGN AND METHODS OF
EXPERIMENT

To minimize the computations costs and time
needed for training, model weights should not be not
initialized randomly, but are initialized from
pretrained BERT-base weights. As such the encoder
layer of WVacancySBERT is initialized from
pretrained BERT-base weights. The base version
over the large one was chosen for efficiency reasons.
The original authors of BERT used [SEP] token to
separate the first and second segments which they
later used for a Next Sentence Prediction training
objective. In spite of the fact that the pretrained
model has not been trained on more than two
segments, it is demonstrated by the conducted
experiments described in the later section that
VacancySBERT is capable of generalizing to
multiple segments per input sequence.

A new [SKILL] token is introduced, which is
initialized from one of the unused BERT tokens.

This [SKILL] token should capture the meaning
of the skill which comes after it. Representations of
all [SKILL] tokens are being averaged and fed to the
linear pooling layer to reduce dimensions.

The overview of the model’s architecture is
visualized in Fig. 1.

The model is trained to minimize the distance
between the title embedding and corresponding
aggregated skills representation, using Multiple
Negative Ranking loss with in-batch negatives [24].

Pooling

|
i

4 N )

Pooling

BERT

[SKILL] Sales
[SKILL] online demonstrations
[SKILL] web-based Telesales
appointments Executive
[SKILL] CRM
@KILL] marketing campalgns/ L D

Fig. 1. Model architecture

Source: compiled by the authors

4. EXPERIMENTS
4.1. Benchmark dataset

Following [4] we collect a dataset of Job Ads
from the big governmental job board website
myfuturejobs.gov.ua [6], which not only contains the
job titles and corresponding descriptions, but also a
normalized ESCO compliant job title form, selected
by the creator of each post and use it for evaluation
purposes. We carefully remove job ads containing
non-English descriptions, the statistics of the final
dataset used for testing is shown in Fig. 2. This
dataset is made open-source [23].

As we can see from Fig. 2 the collected dataset
is imbalanced, with jobs mainly posted for the
“Professional” and “Technical and associate
professionals” occupations family, while “Skilled
agricultural, forestry and fishery workers” as well as
“Armed forces occupations” are almost not
represented at all.
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Number of job ads in the dataset
per each of 9 main ESCO occupation groups
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Fig. 2. Number of job ads in the collected

benchmark dataset
Source: compiled by the authors

* where ESCO code corresponds to:
0 — Armed forces occupations;
1 — Managers;
2 — Professionals;
3 — Technical and associate professionals;
4 — Clerical support workers;
5 — Service and sales works;
6 — Skilled agricultural, forestry and fishery work-
ers;
7 — Craft and related trades workers;
8 — Plant and machinery operators and assemblers;
9 — Elementary occupations

When working with imbalanced datasets,
classification tasks can be challenging as the
minority class can be easily overshadowed by the
majority class. Ranking objectives, on the other
hand, can be a better option for such datasets.
Ranking is a technique that focuses on the relative
ordering of samples rather than absolute
classification. It aims to distinguish between a real
positive pair and all other pair combinations. This
approach is effective for imbalanced datasets
because it does not require an equal number of
positive and negative examples, making it more
flexible and applicable to real-world scenarios where
the minority class is prevalent.

Additionally, ranking objectives can also
prioritize the correct ranking of misclassified
examples, thereby improving the overall model
performance.

4.2.  Training
preprocessing

data  collection and

We select a large training corpus of ~10 million
English vacancies, collected from different US and
UK job boards and ~40 million anonymized work

history sections from Daxtra’s internal Data Lake.
While training a multilingual models is possible we
focus on English language (language is determined
by pretrained fasttext language detector [16])

The statistics of the collected dataset is shown
in Table 1.

Table 1. Large-scale training dataset

Source Number of [ Number | Average
unique of number  of
descriptions | unique descriptions

titles per title

Resume 40M 6.5M 6.17

Vacancies 10M 4.8M 2.08

Source: compiled by the authors

Both resumes and vacancies contain very
diverse job titles. As could be noticed, resumes
contain much cleaner job titles compared to the ones
present in vacancies, since in advertisements there is
usually a lot of extra information like job perks,
locations etc.

Using regular expressions we remove URLSs,
emails and phone numbers. Afterwards to clean the
collected vacancies of irrelevant information we
apply an in-house model for context-aware binary
classification of the sentences in terms of them
either belonging to job description and qualification
requirements sections or extra company and benefits
relating parts to ensure that we extract the skills only
from relevant sections (and prevent possibility of
extracting “skills” from the sections which contain
descriptions of benefits advertised and other
irrelevant for our task information).

Since the same word, for example “Python”,
could be written in several variations (Python,
python, PYTHON etc) we lowercase our corpus to
make the vocabulary more representative.

A proprietary algorithm, operating on span
levels is utilized for skill identification to extract the
skills to use for self-supervision.

4.3. Training details

Analysis of the extracted skills shows that most
job ads contain from 10 to 100 skills, with only
8.6 % containing less than 10 and only ~12.4 %
containing more than 100 skills.

Number of skills per job ad in shares is shown
in Fig. 3.

The maximum length of the concatenated skills
is set to 128 tokens as we find that in most job ads
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this length is enough to successfully include all the
skills present there.

Multiple Negative Ranking loss [24] with in-
batch negatives is used and a batch size of 32 is set.
Model is trained for one epoch, while monitoring the
performance on a validation subset is conducted.

Frequency Histogram

0 50 100 150 200 250
Number skills per vacancy

Fig. 3. Number of skills per job ad

Source: compiled by the authors

The Recall@N as a metric is employed. This
metric measures if a correct item was retrieved
among top N model’s recommendations. A high
Recall@N means that the system is able to
accurately identify the relevant item among the
candidates.

The results of the experiment can be seen in
Table 2.

It can be noted that adding skills even to the
pretrained SBERT improves predictive power of the
model.

To compare the proposed model with the best
competitor (JObBERT) and to find the improvement
(A) for the two settings (with or without using skills
as additional features) the following formula is used:

N=1,5,10 R@ NJ.B'

where R@N corresponds to Recall@1, Recall@5,
Recall@10 in Table 2, V.B. — corresponds to
VacancySBERT (with or without skills) in Table 2
and J.B. to JObBERT respectively.

As a result of calculations, improvements by
10% and 21,5 % are achieved using VacancySBERT
and VacancySBERT (with skills) for comparison
respectively.

Thus, a new training approach allows us to
improve results significantly. Using skills as
additional features during inference increases the
effect obtained.

Table 2. Titles normalization

Model Recall@1 Recall@5 | Recall@10
FastText 0.134 0.223 0.279
BERT* 0.142 0.180 0.254
SBERT 0.219 0.320 0.444
SBERT 0.233 0.361 0.50
(with skills)

JObBERT** 0.225 0.386 0.46
VacancySB 0.271 0.402 0.489
ERT

(without

skills)

VacancySB 0.301 0.425 0.556
ERT

(with skills)

Source: compiled by the authors

* We calculate the embedding of the title by
averaging the embeddings of all the words

** Metrics are based on the numbers provided in
[3], since the model was not open-source

5. CONCLUSIONS

This paper presented a novel approach for job
title normalization that builds on the premise that
skills are the essential components defining a job. It
has been demonstrated that proposed approach -
VacancySBERT — which uses distant supervision to
learn to represent job vacancy titles based on skills
included in their description.

Thus, the proposed approach allows for more
accurate job title normalization, as it can identify
similar job titles based on the skills required, even if
the job titles themselves are different. This approach
avoids the need for manual data labeling, which can
be costly and time-consuming, especially given the
rapidly changing trends in the job market.

The advantages of the proposed approach can
be seen from significant improvements in semantic
text similarity search. Indeed, the new approach
outperforms state-of-the-art encoders for semantic
text similarity for the task of job titles normalization
by 10-21.5 % depending on the usage of skills
during inference.

Thus, demonstrating the effectiveness of our
approach on this challenging task, it has been shown
that VacancySBERT can be used to build more
accurate and scalable job title normalization systems
that can keep up with the constantly evolving job
market.
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6. FUTURE WORK and representativeness. TF-IDF could be used for

Possible way to improve the obtained results is that.

to develop a better negative sampling strategy as
well as score the skills in terms of their importance

Also, as a future work we plan to extend the
approach for multilingual settings.
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CTaTTs NMpUCBSYCHA aITrOPHUTMaM CEMAaHTHYHOTO MOIIYKY 3 INIMOOKUM HaBYaHHSM, 1[0 3aCTOCOBYIOThCS y cdepi yrnpaBiiHHS
nepcoHanoM. MeTOr JIOCHIKEHHS € BJIOCKOHAIICHHS Ta PO3LIMPEHHS PI3HOMAHITHUX MiAXO/AIB 10 HOpMalti3allii Ha3B, HAIIUCAHUX Y
BUTBHIH (opMmi, /U1 3iCTaBIACHHS i3 3a3/1aJIETi/Ib BU3HAYCHOI CTAHIAPTHOK TAKCOHOMIE. 3aBIaHHs AOCIIKCHHS - 3alIPOTIOHYBaTH
HOBY HaBYaJIbHY 3a/1a4y JUIsl BEJIMKOI MOBHOI MOJIeNTi Ta HABYMTH ii BimoOpakaTh Ha3BH Mocaj y BiTbHI GopMi Ta HABUUKH, SIKi HO-
B's3aHi 13 Ha3BOIO TOCA/IH, Y BEKTOPHUI MPOCTIP TAKMM YMHOM, 1100 HA3BU T0CA[, SIKi MAIOTh CITIJIbHE 3HAUCHHS, 3HAXOAUIHCS OJIH-
3bKO OJIUH 110 0jHOTO. [Iporiec HopMaUTi3allil Ha3B Mocaj MOKE IPYHTYBaTHCs a00 Ha kiacuikailii, 200 Ha MOPIBHSIHHI CX0XKOCTI. Y
TOW Hac SIK aJropuT™Mu kiacudikallii HamararoThCsl BiHECTH BHOIpKY 10 3a37ajerib BU3HAYEHOT0 HabOpy KaTeropiii, alropuTMu
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TIOIIYKY HOAIOHOCTI 3aCTOCOBYIOTH OIUIBIN THYYKHH ITiIXiJ, OCKUIBKM BOHM HPH3HAUCHI JUI MOIIYKY 3pa3KiB, CXOXKMX Ha 3aJaHy
BHOIPKY 3aInTy, HE BUMAaralouy 3a3/aJierib BU3HAYCHNX KJIAciB i MiTOK. BpaxoByroun e, [uisl MOIIYKy KaHAMAATIB Ha HOpMali3a-
1[i0 Ha3B 10caja MU OyIeMO BUKOPUCTOBYBATH MOIIYK 32 CEMAHTHYHOIO CX0XKiCTI0. [TonepeiHbo HaBUeHa MOBHA MOJIETb a/1aNTyETh-
cs /T 9Yac HaBYaHHS JUIsl 3iCTABJICHHS Ha3B MOCAJI i HABMYOK HA OCHOBI iH(OPMAIIIT PO CIiJIbHI BXOKEHHS. [ IbOTO JOCIIIKEH-
Hs1 OyIo 3i0paHo 61m3pko 50 MinbpHOHIB map "Ha3Ba mocaau-onuc" JUIsT HaBYaHHS MOAelNi Ta 33 THUCSYl TPUILIETIB "Ha3Ba MOCAIN-
OMHC-HOpMasli30BaHa Ha3Ba Mocagu" Ul TeCTyBaHHs, e HOpMalli30BaHA Ha3Ba mocaau Oyna migiOpaHa Bpy4YHY yKJIajadeM Orojio-
mreHHst mpo poboty. B sikocti 6azoBux mopeneit BukopuctaHo FastText, BERT, SentenceBert ta JobBert. Sk MeTpuky TOYHOCTI
PO3pO0IICHOTO ANMTOPUTMY BHKOpUCTaHO moka3HuK Recall y 3, 5 ta 10 Halikpamux npomo3uiisx moxeni. [lokasaHo, 1o HOBa MeTa
HaBYaHHS JI03BOJISIE TOCSATTH 3HAYHOTO ITOKPAIICHHS MOPIBHSIHO 3 IHIINMH 3arallbHAMHE Ta CIICIU(IYHAMH KOTyBaIbHUKAMU TEKCTY.
Pe3yspTaTé MpoaHaIi30BaHO Ta BUKOPHUCTAHO /Ul (JOPMYJIFOBAHHS BHCHOBKIB Ta TMPOMO3MLIi 1010 moaanbiioi podoru. [daracer,
SIKUH BUKOPUCTOBYBABCS AJIsI TECTYBAHHA MOJENEH ONPHIIIOJHEHO 33 IS CTIPUSHHS TT0JAIbIINM JOCIIDKEHHIM Y I ramys3i.
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