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ABSTRACT

The paper focuses on the content-based image retrieval systems building. The main challenges in the construction of such sys-
tems are considered, the components of such systems are reviewed, and a brief overview of the main methods and techniques that
have been used in this area to implement the main components of image search systems is given. As one of the options for solving
such a problem, an image retrieve methodology based on the binary space partitioning method and the perceptual hashing method is
proposed. Space binary partition trees are a data structures obtained as follows: the space is partitioned by a hyperplane into two half-
spaces, and then each half-space is recursively partitioned until each node contains only a trivial part of the input features. Perceptual
hashing algorithms make it possible to represent an image as a 64-bit hash value, with similar images represented by similar hash
values. As a metric for determining the distance between hash values, the Hamming distance is used, this counts the number of dis-
tinct bits. To organize the base of hash values, a vp-tree is used, which is an implementation of the binary space partitioning struc-
ture. For the experimental study of the methodology, the Caltech-256 data set was used, which contains 30607 images divided into
256 categories, the Difference Hash, P-Hash and Wavelet Hash algorithms were used as perceptual hashing algorithms, the study was
carried out in the Google Colab environment. As part of an experimental study, the robustness of hashing algorithms to modification,
compression, blurring, noise, and image rotation was examined. In addition, a study was made of the process of building a vp-tree
and the process of searching for images in the tree. As a result of experiments, it was found that each of the hashing algorithms has
its own advantages and disadvantages. So, the hashing algorithm based on the difference in adjacent pixel values in the image turned
out to be the fastest, but it turned out to be not very robust to modification and image rotation. The P-Hash algorithm, based on the
use of the discrete cosine transform, showed better resistance to image blurring, but turned out to be sensitive to image compression.
The W-Hash algorithm based on the Haar wavelet transform made it possible to construct the most efficient tree structure and proved
to be resistant to image modification and compression. The proposed technique is not recommended for use in general-purpose image
retrieval systems; however, it can be useful in searching for images in specialized databases. As ways to improve the methodology,
one can note the improvement of the vp-tree structure, as well as the search for a more efficient method of image representation, in
addition to perceptual hashing.

Keywords: Content-based image retrieval; binary space partitioning; perceptual hashing; vantage-point tree; discrete cosine
transform; discrete wavelet transform

For citation: Hodovychenko M. A., Antoshchuk S. G., Kuvaieva V. I. "Methodology for image retrieval based on binary space partitioning and
perceptual image  hashing."  Applied Aspects of Information  Technology. 2022; Vol. 5 No. 2: 136-146.
DOI: https://doi.org/10.15276/aait.05.2022.10.

INTRODUCTION community in the last ten years, due to the problem
of scalability and the rising of new search methods
and algorithms.

Traditional image search systems organize vis-
ual data based on the images metadata, such as con-
tent descriptions, tags, and comments.

Because textual information may be incon-
sistent with visual content, content-based image re-
trieval (CBIR) rises as the best approach, and pro-
gress has been made in recent years.

There are two fundamental problems in the
field of CBIR: the intention gap and the semantic

With the general popularity of digital devices
with built-in cameras and the rapid development of
Internet technology, billions of people are online to
share and view photos.

Universal access to digital photos and the Inter-
net makes many image retrieval systems relevant.
Image retrieval aims to obtain relevant visual docu-
ments for a text or visual request from a large image
database.

Although the field of image search has been ex-
tensively researched since the early 90s [1], it has

. - . - gap.
still attracted a lot of attention from the multimedia Intention gap refers to the difficulties faced by

the user when trying to accurately express the ex-

© Hodovychenko, M., Antoshchuk, S., pected visual content. The semantic gap stems from
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concepts using low-level visual cues [2, 3]. Bridging
these gaps requires a great deal of effort on the part
of both academia and industry.

From the 90s, comprehensive research was
conducted on image retrieval task. In the beginning
of the century, the rising of new techniques and al-
gorithms has led to another field of study in the con-
tent-based image retrieval industry. Two works have
led to significant progress in the field of visual
search based on content in big image databases. The
first is the appearance of invariant local visual fea-
tures SIFT [4]. SIFT features have shown great de-
scriptive and discriminatory capabilities to capture
visual content in a variety of studies. They can well
capture invariance to rotation conversion and scaling
and are resistant to changes in lighting. The second
work is the introduction of the Bag-of-Visual-Words
(BoW) model [5]. Originating in the field of infor-
mation search, the BoW model makes a compact
image representation based on quantization of local
features and easily adapts to the classic inverted file
indexing structure for scalable image retrieval.

There are three major challenges in the field of
retrieving content-based images:

— image representation;

— image organization;

— measuring the similarity of images.

Existing algorithms can be classified based on
their contribution to these three key problems.

The problem of image representation stems
from the fact that the internal problem of visual
search based on content is the comparison of images.
For ease of comparison, the image is converted into
some function space. The motivation is to achieve
implicit alignment to eliminate the influence of
background and potential transformations or chang-
es, keeping the internal visual content separate.

In fact, the problem of image representation is a
fundamental problem of computer vision in the field
of image comprehension. There is a saying: “An im-
age is worth a thousand words”. However, identify-
ing these “words” is a non-trivial task. Usually, im-
ages are represented by one or more visual features.
The presentation is expected to be descriptive and
discriminatory in order to distinguish between simi-
lar and dissimilar images. More importantly, it is
also expected that such a description will be invari-
ant to various transformations, such as translation,
rotation, resizing, lighting change, and so on.

In multimedia search engines, the visual data-
base is usually very large. Organizing a large data-
base to effectively identify relevant query character-
istics is a non-trivial task. Inspired by success in in-
formation retrieval, many existing content- and sys-
tem-based visual search algorithms use the classic

inverted file structure to index a large visual data-
base for scalable search.

Meanwhile, some hashing-based methods for
indexing in a similar perspective are also proposed.
To achieve this goal, visual codebook training and
quantization of functions on high-dimensional visual
features with built-in spatial context are performed
to further enrich the discriminatory possibilities of
visual representation.

Ideally, the similarity between the images
should reflect the relevance in the semantics, which,
however, is complicated by the internal problem of
“semantic gap”. Conventionally, the similarity of
images in the field of content search is formulated
on the basis of the similarity of visual features with
some scheme of coefficients. In addition, the formu-
lation of image similarity in existing algorithms can
also be considered as a comparison of different
matching kernels [6].

Thus, the purpose of this study is to develop a
methodology for content-based image retrieval that
addresses three key problems of image searching:
image representation, image organization and meas-
uring the similarity of images.

1. RELATED WORK

Consider the works that are devoted to various
aspects of CBIR systems building.

Search request. The beginning of any CBIR
system is a user request to search for an image. The
quality of the query has a significant impact on the
search results.

The most intuitive query formation is an image
query. That is, the user has an example image, and
he would like to get more or better images with ap-
proximately the same or similar meaning.

Thus, most of the work in the field of CBIR that
focuses on the search query question explores the
query format in the form of a sample image [5, 7],
[8].

Also, it is worth mentioning the works that sug-
gest using the sketch provided by the user as the re-
quest format [9, 10]. This query format can be effec-
tive when searching for certain types of images
(such as patterns or clip art).

Image representation. A key challenge in the
field of CBIR is how to efficiently assess the simi-
larity of images to each other. Direct pixel-by-pixel
comparison of images is inefficient, so the develop-
ers of CBIR systems need to choose such visual fea-
tures that will effectively solve the problem of in-
dexing and comparing images in a reasonable time.

The most important issues in image representa-
tion are feature extraction, visual codebook genera-
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tion, spatial context embedding, and feature aggre-
gation.

Traditionally, local and global visual features
are distinguished. Initially, global features were used
for CBIR systems to describe an image in terms of
color [11, 12], shape [13, 14], texture [15, 16], and
structure [17, 18].

With the advent of SIFT features [4], local fea-
tures have become a popular tool for image repre-
sentation [19, 20], [21],

Recently, the most popular is the search for vis-
ual features using deep neural networks [22, 23],
[24]. This method is used both to search for global
features and to search for local ones [25].

To ensure the compactness and speed of opera-
tion of CBIR systems, it is necessary to form a visu-
al code book from the extracted features - a set of
words that characterize a particular feature. For this,
the Bag of Words [5], VLAD [26], or the Fisher vec-
tor [27] model can be used.

The efficiency of CBIR systems can be in-
creased by taking into account information about the
spatial context of the image [28]. For example, some
feature extraction algorithms attempt to take into
account the spatial relationship between local image
features [29, 30].

After the formation of the visual code book, it
is necessary to quantize the features in order to
match each feature with a certain word. To do this, it
could be used the nearest neighbor method [31, 32]
or its variant in the form of an approximate search
for nearest neighbors [33].

Organization of images. Since image search
time plays a key role in the success of a CBIR sys-
tem, efficient organization of the image database is
an important task. In the field of CBIR, as a rule,
two indexing methods are used — inverted indexing
[5, 34] and hashing [35].

Measurement of image similarity. In multime-
dia search systems, search results are sorted based
on the relevance of the found images to the sample.
To calculate the relevance index, methods for calcu-
lating the distance between feature vectors [36] or
voting methods for matching features in vectors [37]
are used.

2. METHODOLOGY

The proposed methodology is based on the use
of the perceptual hashing method for generating an
image feature vector, methods for comparing per-
ceptual hash codes as a way to measure the similari-
ty of images, and binary space partition trees as a
way to organize an image database.

Consider separately each of the points of the
methodology and define specific algorithms and
methods for implementing these aspects.

2.1. Perceptual hashing and algorithms for its
implementation

The principle of perceptual hashing of images is
based on the extraction of certain stable or invariant
features from an image to create a hash value. Such
hash value has the following important property: two
completely different images will have uncorrelated
hash values, while two visually similar images (i.e.,
perceived by the human eye as similar) will have
highly correlated hash values.

With regard to the problem of hashing images,
the most popular methods are methods based on the
analysis of spatial characteristics and methods based
on the frequency characteristics of the image.

Popular methods based on the analysis of spa-
tial characteristics include the hashing algorithm
based on the difference or Difference Hash. Tech-
niques based on the frequency characteristics of an
image include hashing based on the discrete cosine
transform or P-Hash, and hashing based on the
wavelet transform or W-Hash.

The Difference Hash method calculates the dif-
ference in values between adjacent pixels in an im-
age to generate a hash value.

The algorithm of the method can be described
as follows:

1) reduce the image size to get rid of high fre-
guencies and image details;

2) convert image to grayscale format;

3) calculate the difference between adjacent
pixels;

4) build a bit string with a length of 64 bits. The
bit takes the value “0” if the left pixel is greater than
the right and the value “1” if the left pixel is greater
than the middle value.

The P-Hash method uses a discrete cosine
transform of the second type to determine the low
frequencies of the image.

The algorithm of the method can be described
as follows:

1) reduction of the image to the size of 32 x 32
pixels;

2) converting the image to grayscale;

3) applying type 2 DCT to create a 32 x 32
matrix. Each element of the matrix is a color value;

4) obtained 32 x 32 matrix is reduced to an 8 x
8 size. The submatrix is taken from the upper left
corner;

5) calculate the average value of all elements of
the resulting submatrix;
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6) generate a binary vector, where “0” means
that the corresponding element of the submatrix is
less than the mean value and “1” means that the cor-
responding element of the submatrix is greater than
the mean value.

Let x[m],m =0, ..., N — 1 be a sequence of re-
al signals of length N.

Then the type 2 discrete cosine transform will
look like this:

2 = 2m+1) *nnm
X[n] = T Z (x[m] * COS <T)) , (1)

m=0

wheren =0, .., N — 1.

Difference hash (1) allows to determine the rel-
ative direction of the gradient

Wavelet hashing (or W-Hash) is a frequency
domain hashing method that uses a discrete wavelet
transform. It is based on image analysis in the wave-
let domain with the preservation of temporal infor-
mation. The algorithm of the method is described in
detail in [16].

2.2. Binary space partitioning trees

A binary space partitioning tree is a geometric
data structure obtained using a recursive partitioning
method called binary space partitioning on a set of
input objects: the space is partitioned by a hyper-
plane into two half-spaces, then each half-space is
recursively partitioned until each subproblem con-
tains only the trivial part of the input features. The
concept of binary space trees originated from the
field of computer graphics in the seventies. This
framework was originally designed to help efficient
hidden surface removal algorithms for moving
viewpoints but has since found widespread use in
many areas of computational and combinatorial ge-
ometry.

In the field of image search, as a rule, two types
of binary space partition trees are used: kd-tree and
vp-tree. Based on the works [24, 25], within the
framework of this technique, it was decided to use a
vp-tree as a binary space partition tree. It is assumed
that the use of the vp-tree will achieve better image
search time compared to the kd-tree.

The way a vp-tree works is to partition the
search space using the relative distances between the
vp-point and its children. Thus, it is easy to calculate
the distance between a point and the interface to
which it belongs.

Let us give a formal description of the operation
of a vp-tree. Let there be a metric space (S,d) and
its finite subset S; < S, which is the image base.
Since the range of values of any metric can be nor-
malized to the interval [0,1] without affecting the
nearest neighbor ratio, only that metric can be con-
sidered.

It is necessary to consider the case of binary
partitioning. Let some point v from the set S; be
taken as a vantage point. For some other point p €
Sq — {v}, the distances from v are calculated and the
median value u is chosen among the distances. Next,
the entire data set S; is divided into two parts ac-
cording to the viewpoint and the median: a subset S;
is created, which contains points whose distances
from v are less than the median value, and a subset
S, is created, which contains points whose distances
from v are greater than the median value.

Let it be necessary to find the nearest neighbors
for some point q, for which the distance from gq is
less than some threshold o. It turns out that if
d(v,q) < u — o, then it is necessary to examine on-
ly the subset S;, and if d(v,q) > u + o, then it is
necessary to examine only the set S,.

This observation is based on the triangle ine-
quality: if d(v,q) < p — q then for each p € S, the
following will be true: d(q,p)=|d(v,p)—
dw, Q)| > lu—(u—-o0) =0, ie dpgq) >o.
This means that a subset may be excluded from the
search.

And if d(v,q) > u+ o, then for each p € S,
there is d(q,p) > |d(v,q) —d(w,p) | > |u+ | =
o. Therefore, d(q,p) > o and the subset S, can be
excluded from the search. This statement is shown in
Fig. 1.

In this way, one half of the search space can be
effectively reduced if the following conditions are
met: the power of the subset S; is approximately
equal to the power of S, and d (v, q) does not satisfy
the following two-sided inequality:
u—o<dw,q)<u+o.

Fig. 1. Data partitioning and search
Source: compiled by the authors

2.3. Methods for comparing perceptual
hash values

To compare hash values of images, its need to
select a function that returns some numerical value
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based on some mathematical operations. The Ham-
ming distance and the peak of the cross-correlation
function should be considered in more detail.

Hamming distance. The Hamming distance de-
termines the number of distinct positions between
two binary sequences.

Suppose that A is an alphabet of finite length,
X=Xy, Xn, ¥ =Y1,...,Yn are binary sequences
(vectors). The Hamming distance A between x and y
can be defined as

Alx,y) = z 1,i=1,..,n )

Xyiyl'

This method of comparing hash values is used
by the P-Hash method. The hash occupies 8 bytes,
so the Hamming distance (2) lies in the interval
[0,64].

The smaller the value of A, the more similar the
images are. To facilitate comparison, the Hamming
distance can be normalized using the length of the
vectors

1

A”(x'Y)_EZ 1,i=1,..,n )

Xi#Yi
Normalized Hamming distance (3) is used in
Simple Hash and Marr-Hildreth Operator Based
Hash algorithms. The Hamming distance lies in the
interval [0,1] and the closer to 0, the more similar

the images are.

It is necessary to consider the peak function of
the cross-correlation function. We define the correla-

tion between two signals as:

ey (T) = f *(Oy(t +T)dt, @)

where x(t) and y(t) — are two continuous functions
of real numbers.

The function 7, (T) determines the offset of
these two signals with respect to time T. The varia-
ble T determines how far the signal is shifted to the
left. If the signals x(t) and y(t) are different, the
function (4) is called cross-correlated.

It is necessary to determine the normalized
cross-correlation function (NCF).

Let x; and y;, where i =0, ..., N — 1 — are two
sequences of real numbers, and N — the length of
both sequences. NCF with delay d is defined as:

_ X0 = m)(yicg —my)
Ty = =
(i —m) x 5 - m)

where m, and m, denote the mean value for the
respective sequence.

(5)

The peak of the cross-correlation function (5) is
the maximum value of the r; function that can be
reached in the interval d = 0,...,N.

PCF is used to compare hash values in the Ra-
dial Variance Based Hash algorithm. The value of
PCF lies within [0,1]. The larger its value, the more
similar the images are.

2.4. Proposed image retrieve methodology
algorithm

The proposed image search technigue consists
of two stages:

1) the stage of creating a database of images
hash values;

2) the stage of searching for images on request.

The stage of creating a database can be divided
into the following steps:

1) uploading a corpus of images;

2) obtaining a hash values for each image from
the corpus;

3) building a vp-tree for the received hash val-
ues.

The image retrieve stage can be broken down
into the following steps:

1) uploading an image as a search query;

2) calculation of the hash values for the user's
image;

3) search in the vp-tree for images with a clos-
est distances of hash values;

4) obtaining a list of similar images based on
the search results in the vp-tree.

It should be noted that for step 3 at the stage of
image search, either a certain number of images with
minimum distances between hash codes can be spec-
ified, or a threshold value of the distance can be set
and all images whose hash codes have a distance
less than or equal to this threshold can be retrieved.

3. EXPERIMENTS

An experimental study of the proposed meth-
odology was carried out in the Google Colab envi-
ronment in the Colab Pro version [38]. The server
accelerator Python 3 based on Google Compute En-
gine ((TPU)) was used as a runtime environment.
The Caltech-256 Object Category Dataset [39] was
used as the image dataset. This set contains 30607
images divided into 256 categories.

The hashing methods chosen were P-Hash
(based on the discrete cosine transform), Difference
Hash (based on the difference between adjacent pix-
els), and W-Hash (using the discrete wavelet trans-
form).
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3.1. Building a vp-tree from hash values

Let's conduct an experimental study of the first
stage of the technique, which is to build a vp-tree
with image hashes. The key steps at this stage are
getting a collection of hashes and building a vp-tree
from this collection.

Consider the operation of obtaining a collection
of hashes. For each hashing method, the time to cre-
ate a collection of 30607 hashes was measured. The
measurement results are shown in Figure 2.

As expected, the hash time increases linearly.
To determine the regression function for each hash-
ing method, we can use the linear regression meth-
od.

For Difference Hash the regression function
looks like y = 0.004x + 1.2371, for P-Hash the
regression function looks like y = 0.005x +
1.3960. For W-Hash, the regression function is y =
0.011x + 2.2947. For all regression functions, the
coefficient of determination was more than 0.99.

The fastest hashing operation is performed by
the Difference Hash method, the P-Hash method
works, on average, 15 % slower; the Wavelet Hash
method works 168 % slower. It is obvious that the
differences in the operating time are primarily due to
the use of the discrete cosine transform and the dis-
crete wavelet transform).
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Fig. 2. Comparison of hash times for

different methods
Source: compiled by the authors

Next, we need to consider the process of
building a vp-tree from a collection of hash values.
To do this, three vp-trees were built, each of which
contains hash values obtained by a certain hashing
method.

As a result of the experiments, it was revealed
that when using various hashing methods, the time
to build a tree does not change significantly, so the
P-Hash method was chosen to illustrate the time
spent on building a vp-tree.

The vp-tree creation time was measured with
the number of hashes in the range from 1 to 30607
with a step of 1000 elements. The measurement
results are shown in image 3.
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Fig. 3. Time to build a vp-tree depending on the

number of hash values
Source: compiled by the authors

3.2. Image retrieve by query image

The original image used as the search query
was taken from the dataset and presented in Fig. 4.

Fig. 4. Source image for search query
Source: compiled by the authors

First, we need to consider the search time for k
nearest images in the vp-tree. For this experiment, k
similar images were searched for the original image
query, where k ranged from 1 to 30606 images. During
the experiment, it was found that the hashing method
used does not significantly affect the search time for k
nearest images, so Fig. 5 shows a graph of the increase
in search time with an increase in the number of near-
est images only for the P-Hash method.

Next, we need to make sure that the search
technique allows finding the same source image in
the database. As a result of the experiment, all three
vp-trees found an identical image in the database. It
should be noted that the search in the vp-tree built
using the D-Hash method took 50.57 milliseconds,
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while the trees built using the P-Hash and W-Hash
methods completed in 31.33 milliseconds and 20.36
milliseconds, respectively. This may indicate that
the tree structure for the D-Hash method turned out
to be less balanced.

Next, we need to study how well the hashing
method performs in the case of image modification.
Using an image editor, two billiard balls were re-
moved from the original image, after which a search
was made for the most similar image.
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Fig. 5. Search time graph depending on the

number of similar images
Source: compiled by the authors

All three hash methods found an unmodified
image. It should be noted that according to the
Hamming distance metric, for the D-Hash method,
the distance between the modified and the original
image was 3 units, for the P-Hash method, the dis-
tance was 4 units, and for the W-Hash method, the
distance was 0 units. It can be concluded that the
hashing method based on the wavelet transform is
more resistant to minor image modifications. The
retrieve time was 52.38 milliseconds for the D-Hash
method, 39.51 milliseconds for the P-Hash method,
and 20.97 milliseconds for the W-Hash method.

Next, it is necessary to study the robustness of
the hashing method to image compression. The orig-
inal image was compressed to 1 % quality in JPEG
format, after which the most similar image was re-
trieved. As a result, all vp-trees found the desired
image, but for the P-Hash method, the Hamming
distance was 2, while for the other methods this dis-
tance turned out to be zero. From this we can con-
clude that the P-Hash hashing method turned out to
be more sensitive to image compression.

Another important experiment is to study the
robustness of hashing methods to image blurring.
For this experiment, the original image was passed
through a filter that performs “boxed blur” (blurring
the image based on the average color value of adja-
cent pixels). This filter has a “kernel size” parame-
ter, which is used to find the average color value.

The larger the kernel size, the blurrier the resulting
image will be.

During the experiment, the size of the blur ker-
nel was gradually increased until the vp-tree, built
on the basis of the particular hashing method, found
the wrong closest image.

The W-Hash method turned out to be the most
sensitive to blurring and, with a kernel size of
53x53; it began to retrieve the wrong image. The
D-Hash method stopped coping with a kernel size of
73x73. The most resistant to blur was the P-Hash
method, which stopped coping with a kernel size of
84%84. This shows the effectiveness of the cosine
transform operation, which allows ignoring the small
details of the image that are lost when it is blurred.

Another experiment is the resistance of hashing
methods to image noise. During the experiment, the
original image was noised with a Gaussian distribu-
tion noise. All three hashing methods turned out to
be resistant to noise and correctly found the desired
image even at a very strong level of noise.

The last important experiment is the stability of
the hashing method to image rotation. The original
image was rotated counterclockwise by a certain
number of degrees. The rotation degree value was
incrementally increased until an image search in a
certain vp-tree returned the wrong most similar im-
age.

The most sensitive to rotation was the W-Hash
method, which stopped coping when the image was
rotated by 5 degrees. The D-Hash method failed at 6
degrees, while the P-Hash method failed to find the
correct image at 8 degrees of rotation.

CONCLUSION AND FUTURE WORK

In this paper, we propose a method for
searching for images by a sample using the binary
space partitioning method and the perceptual
hashing method.

For the experiments, a vp-tree was used as a
structure that implements the technique of binary
space partitioning and three methods of perceptual
hashing — the D-Hash method, based on comparing
the values of adjacent image pixels, the P-Hash
method, which uses a discrete cosine transform, and
the W-Hash that applies the Haar wavelet transform.

As a result of the experiments, it was not
possible to establish the unambiguously best hashing
method: each of the tested methods had its own
advantages and disadvantages.

In particular, the D-Hash method turned out to
be the fastest hashing method; however, the
inefficient structure of the constructed tree leads to a
longer search time for an image in the tree. In
addition, the D-Hash method coped well with minor
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image modifications, proved to be resistant to image
compression, and showed good efficiency in
blurring and noisy images.

The W-Hash method turned out to be the
slowest when performing the hash acquisition
operation, but the structure of the resulting vp-tree
turned out to be the most efficient of the three
methods considered. The discrete wavelet transform
operation allows this hashing method to be resistant
to image modification and compression. However,
this method did the worst with blurring and rotating
the image.

The P-Hash method shows resistance to
modification, blurring and rotation of the image,
which is due to the discrete cosine, transform

operation.

In general, this technique cannot be
recommended for commercial use in image retrieval
systems; however, it may be useful in some
specialized image retrieval tasks. The technique does
not allow overcoming the problem of the semantic
gap but allows searching for images when external
similarity means semantic similarity.

As ways to further improve the methodology,
one can indicate the use of the mathematical
apparatus of balanced search trees to build a vp-tree,
the selection of more efficient image representation
methods, or the search for a more efficient
perceptual hashing method.
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AHOTANIA

CraTTs po3IIIfAaE NUTAHHA LIOJ0 NOOYAOBH CUCTEM MOLIYKY 300pakeHb Ha OCHOBI 300paKeHHA-3pa3ka. PO3riIsiHyTO OCHOBHI
BUKJIMKH, SIKi CTOITh Ha IUISXY BUCHUX Ta IHKEHEPIB MPU HOOYAOBI MOAIOHUX CHCTEM, PO3IIITHYTO CKJIAJIOBI YaCTUHH MOJIOHUX CHC-
TEM 1 JaHO KOPOTKHUH OTJISIT OCHOBHUX METOJIB 1 TEXHIK, sIKi BUKOPHCTOBYBAJIKCA B IIii raiy3i AJs peajti3anii OCHOBHHX CKJIQZOBHX
YaCTHH CHCTEM IIOIIYKY 300pakeHb. Y SKOCTi OHOTO 3 BapiaHTIB PO3B'sI3aHHS MOAIOHOTO 3aBAAaHHS 3alPOIIOHOBAHO METOIOJIOTII0
TIOIIYKY 300pakeHb Ha OCHOBI METOXy OiHapHOTO PO3OWTTS MPOCTOPY Ta METOIY NEpIENTHBHOIO XelryBaHHs. JlepeBa GiHapHOTO
PO3OHTTSI IPOCTOPY SABISIIOTH COOOI0 CTPYKTYPY AAHHX, OTPHMMaHy HACTYIHUM YHHOM: IPOCTIp pO30HMBA€THCS TINEPIUIONIMHOI0 Ha
JIBa HAIIBIPOCTOPH, MOTIM KOXKEH HAIIBIIPOCTIP PEKYPCHBHO PO30MBAETHCS 10 TUX Iip, MOKK KOXEH BY30JI He Oyae MICTHTH TLTBKA
TpUBiaJIbHY YaCTHHY BXITHUX O0'€KTiB. AJITOPHTMH HEPIENTHBHOIO XEIIyBaHHS JO3BOJIIIOTH OTPUMATH YSBICHHS 300paXKeHHS y
BUTIIIAL XEII-3HaYeHHs JOBXHHOIO 64 OiTa, IpH YoMy CXO03Ki 300pa)keHHs Oy IyTh MPEICTABICHI CXOXKHUMH XEII-3HAYCHHAMH. Y KO-
CT1 METPHUKH BU3HAYECHHS BiJICTaHI MK XeII-3HAYCHHSMH BUKOPHCTOBYETHCS BifcTaHb ['eMMiHra, SKa MiApaxoBYe KiJIbKICTh Pi3HUX
0it. J{1g opranizamii 6a3u Xem-3HaueHb BUKOPUCTOBYETHCS VP-IEPEBO, 1110 € peali3alicio CTPYKTYpH O1HApHOTO PO3OUTTS IPOCTOPY.
JIist eKCIiepUMEeHTAIbHOTO JOCIIHKEHHST METOAUKY OyB BuKopucTanuii Habip manux Caltech-256, sikuit mictuts 30607 300paxeHb,
po30uTux Ha 256 KaTeropii, y SIKOCTI adrOPUTMIB MEPLENTUBHOTO XCIIyBaHHA Oynu BHKOpucTaHi anroputMu Difference Hash, P-
Hash Ta Wavelet Hash, nocmimkenns nposogmiocs B cepenosunii Google Colab. B pamkax excliepiMEHTaIbHOTO TOCIIPKCHHS
OyJI0 PO3TITHYTO CTIMKICTH aJrOPUTMIB XeITyBaHHS 0 MOIuDiKalii, CTHCHEHHS, PO3MUTTS, 3aIIyMJICHHS Ta OBOPOTY 300pa)keHHSI.
KpimM Toro, Oyio mpoBeneHO HOCTIKEHHS Mpoliecy MoOyIOBH Vp-JepeBa Ta Mpolecy MOUIyKy 300paxxeHb y aepeBi. B pesymbprati
EKCIIEpUMEHTIB OyJIO BCTAaHOBJICHO, IO KOXKEH 3 aJITOPUTMIB XEIIyBAaHHS Ma€ CBOI IIepeBaru Ta HEAOJIKH. Tak, alrOpUTM XelryBaH-
Hsl, 3aCHOBaHMI Ha PI3HMII 3HAYEHb MIKCETiB Ha 300pakeHHi, BUSBUBCS HAHIIBUAIINM, ajie OyB HE HAATO CTIHKUM A0 Momudixamii
Ta TOBOPOTY 300paxeHs. AnroputM P-Hash, 3acHoBaHuii Ha BHKOpHCTaHHI AUCKPETHOTO KOCHHYCHOTO MEPETBOPEHHS, MOKa3aB
Kpallly CTiHKICTh 0 PO3MHUTTS 300paKeHb, aje BUABHBCSA YyTIMBUM 0 CTHCHEHHsS. AnroputMm W-Hash, 3acHoBanuii Ha BeiiBier-
nepeTBopeHHi ['aapa, 103BoMB NOOYyAyBaTH HAMOUIBII e()EeKTHBHY CTPYKTYPY A€peBa i BUSBUBCS CTIHKUM 10 MoAudiKalii Ta cTHc-
HEHHsI 300pa)keHHs1. 3alPOIIOHOBaHa METO/IMKA HE PEKOMEHYEThCS JUIsl BUKOPUCTaHHS B CHCTEMaX MOIIYKY 300pakeHb 3arajlbHOTo
NIPU3HAYEHHs, OJIHAK, MOXKe OYTH KOpPHCHa JUIsl MOIIYKY 300pa)keHb y CIIeliani3oBaHuX 0a3ax. B sSKOCTi mojaipnX NIIAXiB MOKpa-
IIEHHSI METOJMKU MOJKHA BiJI3HAYUTH YIOCKOHAJICHHS CTPYKTYPH VpP-ZEpeBa, a TAKOXK IOUIYK OLTbII e)eKTHBHOTO METOIY HpeCcTa-
BJICHHSI 300pa)K€HHsI, HDXK IIEpPLENTHBHE XEIIyBaHHSI.

KurouoBi ciioBa: nonryk 300pakeHb Ha OCHOBI BMICTy; OiHapHE pO3OHTTS MPOCTOPY; MEPLENTUBHE XEUIYBaHHS; AEPEBO TOUKU
OIJISIY; AUCKPETHE KOCHHYCHE NIEPETBOPEHHS; TUCKPETHE BEHBIIET-IEPETBOPECHHSI.
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