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ABSTRACT

A disadvantage of many diagnostic systems is the inability to sufficiently assess the decisions reliability. While solving the
problem of classification, each example may be classified with different degree of quality. So, a measure of the quality of an example
classification was used (a non-conformity measure). The goal of the research is to improve evaluation of the diagnostics reliability in
medicine based on conformal predictors which allow carrying out a probabilistic classification, as well as identifying abnormal cases
when either the classifier is unable to determine the class for a particular object, or assigns one object to several classes at once. The
paper describes the constructing and testing of various probabilistic binary classification models based on machine learning, particu-
larly, the SVM method and conformal predictors using a non-conformity measure. For learning and testing the medicine Breast Can-
cer Wisconsin (Diagnostic) Data Set was used to construct linear, polynomial of different degrees and RBF models. We assessed the
prediction results for every example from the test set as well as the integral characteristics of the quality of the models, taking into
account both the correctness of the predictions for each class and the number of different types of anomalies. On the basis of the best
selected models (linear, polynomial model of the 2nd degree and RBF), we developed an intelligent diagnostic system in medicine,
which allows automating the model’s construction, as well as carrying out the diagnostics and displaying the confidence of the re-
ceived diagnosis or a message about the impossibility of making a diagnosis. The program also allows multiple doctors to log in to
the system, adding new patients and editing information about them; every patient has their medical record with the results of the
examination and the diagnoses given. The results of the research can be applied in the diagnostic systems for various diseases. This
can be done by using the data with the symptoms and the corresponding diagnoses and constructing the appropriate models on this

basis.
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1. INTRODUCTION

Currently, there is a tendency to increase the
number of diagnostic medical information systems
being developed. This is associated with an increase
in the amount of biomedical information received,
with the development of telemedicine, with an in-
crease in requirements for the early diagnosis of dis-
eases and several other factors. One of the main tasks,
which are solved when designing systems for medical
diagnostics, is the task of building a classifier.

The solution of the classification problem as-
sumes that all diagnostic objects are characterized by
certain features, according to which, based on some
rules, belonging to a class is determined considering
the goal of the problem is solved. For example, ac-
cording to the results of the examination of the pa-
tient (features), the diagnosis (class) is determined in
accordance with the classification rule, that is, a cer-
tain problem is diagnosed in the human body or a
specific disease.

The classification rules depend on the complexi-
ty of the original features and can be set by an expert
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or obtained based on data in an explicit or implicit
form. Currently, the most popular in the construction
of classifiers are methods of machine learning.

Machine learning is a field of computer science
that allows computer systems to “learn” from data
without explicit programming [1, 2]. Machine learn-
ing is used to solve various problems, for example
the problem of classification.

In order to “teach” a machine to determine the
class of an object, it is necessary to set the decision
rules for classification. For this, various methods of
machine learning are used, such as Decision Tree
[3], KNN (k-nearest neighbors) [4], SVM (Support
Vector Machines) [5]. These methods allow deter-
mining the class of an object, but often this is not
enough and it is required to determine the reliability
of the confidence in the prediction results for a spe-
cific object can be estimated. Such methods do exist,
it is a naive. Bayes classifier [6], logistic regression
[7] and others. However it is reasonable, while using
the previously listed methods, to be able to carry out
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a probabilistic classification, and also, which is im-
portant, to detect anomalous cases when either the
classifier is not able to define the class for a specific
object, or assigns an object to several classes at
once. This can be achieved with the help of confor-
mal predictors [8].

1. ANALYSIS OF THE LITERATURE
DATA AND FORMULATION OF THE
PROBLEM

Intelligent diagnostic systems based on the de-
scription of the subject area by an expert are widely
used in connection with the development of
knowledge engineering [9, 10], [11].

The history of the creation of diagnostic medi-
cal information systems begins with the MYCIN
system, developed in the 70s of the last century [10].
It used an inference engine and a knowledge base of
~ 600 rules. The program asked the user (a doctor) a
long series of simple “yes / no” or text questions. As
a result, the system provided a list of suspected bac-
teria, sorted by probability, indicated a confidence
interval for the probabilities of diagnoses and their
justification, and also recommended a course of
treatment.

Widely known the system for general function-
al diagnostics [12] already used not rules, but a da-
tabase of diagnostic characters, which contains crite-
rial representations of diseases, grouped by the dis-
eases of functional systems and organs, as well as
specific areas of medicine. Together they are pre-
sented as a logical tree that contains also the types of
examinations that might reveal pathological chang-
es, as well as the characteristic features (indicators)
of a pathologically changed state of the patient's or-
gans. Based on the selection of the closest criterial
representations, the system gives the doctor a
prompt about the variants for the likely diagnosis of
the disease. The system contains also a database of
the recommended methods of treatment.

The intellectual decision support system, pre-
sented in [13, 14], is used to assist during the diag-
nostics. Its knowledge database contains the symp-
toms, laboratory data and procedures linking them
with a list of diagnoses. It provides support and jus-
tification for differential diagnoses and subsequent
researches. Its database contains 4500 clinical mani-
festations that are associated with more than 2000
different nosologies.

For the above described systems, the
knowledge base is entered manually, which is a la-
bor-consuming process. Therefore, nowadays the
most developed systems are those that integrate dif-
ferent approaches related to manual knowledge input
and its construction on the basis of machine learning
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[15]. So an automated system for diagnosing bron-
chial asthma and chronic obstructive pulmonary dis-
ease is implemented on the basis of a neuro-fuzzy
network and solves the problem of confirming or
denial the proposed diagnosis [16]. The methods for
constructing decision trees (algorithms: ID3, C4.5)
allow forming decision rules based on the objects
features, using machine learning [3], [17, 18]. Their
main advantage is the ability to visualize the result-
ing patterns. In addition to giving a diagnosis, they
can also be used to determine the medicine that is
best suited for a given disease.

One of the approaches to diagnostics is the use
of some decision support theory methods, in particu-
lar, the hierarchical structuring of complexity, risk
management, paired comparisons, and others [19].

Existing diagnostic systems use modern soft-
ware and hardware, for instance, the Isabel web sys-
tem, a decision support system for differential diag-
nostics is available in various environments, particu-
larly on mobile devices. It can be used as part of
EHR / EMR or independently [20].

A disadvantage of many diagnostic systems is
the inability to sufficiently assess the decisions reli-
ability. While solving the problem of classification,
each example may be classified with different de-
gree of quality. A measure of the quality of an ex-
ample classification — a non-conformity measure —
was introduced by Vovk and Gammerman in [8],
and later developed in [21, 22], [23]. The non-
conformity measure is used to supplement the well-
known classification algorithms with new ways of
assessing the level of confidence in the results of
their work [24]. For modern diagnostic systems, an
important task is the introduction of modern meth-
ods for evaluating the reliability of decisions made
and diagnostic results [25].

The goal of the research is to improve evalua-
tion of the diagnostics reliability in medicine based
on conformal predictors.

To achieve the goal the following problems
should be solved:

— constructing various models for evaluation of
decisions reliability using classification methods and
conformal predictors based on the medical dataset
and, as the result of the analysis, select the best ones
for their application in the diagnostic system;

— developing an intelligent diagnostic system
containing two subsystems: one for automating the
work of the model developer, the second — for the
doctor’s use.

111. CONSTRUCTING AND TESTING THE
MODELS FOR DIAGNOSTICS IN
MEDICINE
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We chose the SVM (Support Vector Machine)
[26] as the basic classification method. Its role for
the binary classification is building a gap of maxi-
mum width bounded by two parallel hyperplanes,
such that on one side of the gap there are objects
(vectors) of one class, and on the other side — vectors
of the other class; inside the gap there are no vectors.
It is proved that not all vectors should be involved in
the training of the model, but only those on the hy-
perplanes of the gap, they are called support vectors
[27]. For them, the Lagrange multipliers ai, partici-
pating in the calculations, are nonzero, for the other
vectors ai= 0.

The SVM classifier is described as follows [5]:

h()=sign(u(x))
ulx) = Z o Vil (X, x) — wy,

=1
where: x — input vector for classification;
n — number of vectors in training set;
Wa — absolute term;
@; — Lagrange multipliers;
X3 ¥: — vectors from training set with their la-
bels;
K. x) — kernel function.
Examples of kernel functions are given below:

— linear kernel: KGrq, x)} = x; a3

— polynomial  kernel  of  degree k:
KGcox)= (xTx + c}k:
- RBF (Radial basis function):
Kix;,x)= e‘{p( u) where
, EG- 4
F = const.

Support Vector Machine training comes down
to finding @: , Lagrange multipliers, and Wa by solv-
ing optimization problem:

Lia) = Z

under restrictions:

{ fo;‘_‘.';‘ =0

i=1
O0=a; =C; € =const.

i=1j=1

However, SVM only determines if an object be-
longs to a class but does not determine the level of
confidence in the classification results. In [8], a
method was proposed for determining the measure
of non-conformity for a classification using SVM
based on Lagrange multipliers, because the ai values
determine how an element fits the training set. If ai =
0, this means that the example fits the set very well

ZZEJEE* v K{x; X ), = max,

(such vectors are uninformative and SVM ignores
them when making predictions). If ai = C, then such
element is outlier; if 0 < ai < C, the large value of ai
indicates that the corresponding vector poorly fits
the training set [24].

If we have a training set with labels from | ob-
jects, then when predicting a label for the element
I+1, it is necessary to choose such a class Y that it
“does not stand out” from the examples of the train-
ing set, that is, that ai+1 is less than as many ai (i = 1
...I) corresponding to the training set as possible.
For the most of data sets ai+1 = 0 where Y = yi1.
Based on this rule and formula (1) below, the predic-
tion is determined [21].

In order to determine the probability of an ob-
ject belonging to a certain class, it is necessary to
define the p-test of an object for each class. This
value is determined by the formula (1) using the La-
grange multipliers ai for each object from the train-
ing set, as well as the Lagrange multiplier ai+1 of a
test object for which the class must be defined:

|{I a >a'I+1}|
I+1 '

where: py is the p-test for class Y;

I+1 is the number of objects in the training da-
taset along with the test object.

pv, calculated by the formula (1), is the ratio of
the number of ai (i=1,2, ..., [+1) greater than ai+1 to
the total number of examples of the training set in-
creased by 1 (the training set with the addition of
one test object).

For a binary classification, it is necessary to de-
fine two p-tests: p1— test for the positive class and p-
1 — for the negative class. For example, if the value is
p-1< p1, we will be able to predict that the object be-
longs to class “1” with Confidence equal to 1- p1
and Credibility equal to p1. And vice versa, if p1< p-
1, the object belongs to class “-1”. Usually, for ob-
jects for which the correct prediction is obtained,
Credibility = 1: for most datasets the percentage of
support vectors is small, and thus ai+1=0, and pv=1
when Y=yi+1 [21].

SVM-based classification models using con-
formal predictors were constructed and tested for
Breast Cancer Wisconsin (Diagnostic) Data Set
from Machine Learning Repository [28]. Each of
this dataset objects contains a patient’s ID, nine fea-
tures (the results of the patients’ examination, repre-
senting the characteristics of the extracted cells from
the selected mass for observation) and the class. The
examination results are integer numeric values: —
Clump Thickness; — Uniformity of Cell Size; — Uni-
formity of Cell Shape; — Marginal Adhesion; — Sin-
gle Epithelial Cell Size; — Bare Nuclei; — Bland

(1)
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Chromatin; — Normal Nucleoli; — Mitoses. The fea-
tures in this dataset are the pre-calculated mathemat-
ical weightings for each input. They are obtained as
a result of rating different attributes of the cells on a
scale of one to ten, one being indicative of a benign
mass and ten being indicative of a malignant tumor,
before they definitively determined the diagnosis of
the mass. Class “1” means that breast cancer was
diagnosed and class “-1” means it was not. Thus, the
model’s input is the results of the processed patients’
examination. Its output is the class which denotes
whether the disease was detected or not (if the clas-
sification was successful; if not, it is indicated in a
message), as well as the assessment of the diagnosis
reliability.

During the formation of the training and test set
duplicate objects were removed. Thus, a dataset was

formed, which contained 564 objects, of which 309
were in the training set, 155 in the test set.

The experiments were conducted using the
LIBSVM library [29] with the implementation of the
SVM classification method. The following types of
models were used: Linear, Polynomial (degrees of
polynomials 2, 3, ..., 9) and RBF (Radial basis func-
tion) [30]. We also created a Java Model Develop-
ment program implementing the above-described
SVM-based classification using conformal predictors.

Table 1 shows a fragment of an extended table
with the results of testing a polynomial model of the
second degree. The test set contains 155 examples.

Table 1. A table fragment with the testing results, POLY: n = 2 — polynomial degree

_ _ o Significance Level
D " b1 True | Predict | Confidence | Credibility
class class (%) (%) 02| 015 |01 | 0,056 | 0,01

125 1 0,03 1 1 97,09 100,00 1 1 1 1 2
126 | 0,1 1 -1 -1 89,64 100,00 1 1 2 2 2
127 | 0,14 | 0,07 1 1 92,56 13,92 0 0 0 0 0
128 1 0,03 1 1 97,09 100,00 1 1 1 1 2
129 1 0,03 1 1 96,76 100,00 1 1 1 1 2
130 | 0,14 1 -1 -1 86,08 100,00 1 1 2 2 2
131 1 0,04 1 1 96,12 100,00 1 1 1 1 2
132 1 0,03 1 1 96,76 100,00 1 1 1 1 2
133 | 0,07 1 1 -1 93,02 100,00 1 1 1 2 2
134 | 0,07 1 -1 -1 93,20 100,00 1 1 1 2 2
135 1 0,03 1 1 96,76 100,00 1 1 1 1 2
136 1 0,036 1 1 96,44 100,00 1 1 1 1 2
137 1 0,03 1 1 96,76 100,00 1 1 1 1 2
138 | 0,11 1 -1 -1 89,00 100,00 1 1 2 2 2
139 | 0,08 1 -1 -1 91,59 100,00 1 1 1 2 2
140 | 0,1 1 -1 -1 90,29 100,00 1 1 1 2 2
141 1 0,04 1 1 96,44 100,00 1 1 1 1 2

The values of the columns are calculated as follows:
— p1 and p.; are calculated by the formula (1);
— True Class is the example label in the dataset;
— Predict class is class “1” or “-1” depending on
max (p1, p-1) (coincides with SVM prediction);
— Confidence (%) = (1 — min (p1, p-1))*100;
— Credibility (%) = max (p1, p-1)*100.

These values are enough for creating and evalu-
ating the prediction of a specific example.

130
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For most examples, the prediction coincides
with the real label (this is seen in Table 1); for them
Credibility is 100 %; Confidence, i.e. prediction
probability, ranges from 84 % to 97,4 %, but values
above 90 % prevail. This indicates that satisfactory
predictions were made for these examples with rea-
sonable reliability. However, as we can see, it is not
possible to make a correct prediction for example
127 due to the fact that none of p (neither p1 nor p-1)
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are equal to 1 (are not large enough) and, according-
ly, Credibility is small (equal to 13,92 %), i.e. much
less than 1. This means that for this instance, the
prediction (whether it corresponds to a real label or
not) is impossible (Empty); and this fact can be de-
termined on the basis of Credibility. In example 133,
Credibility is 100 %, but the prediction does not co-
incide with the real label, which means, in particular,
that either the real label was set incorrectly, and in
this case, using the features of this example, it is
possible to assert that the prediction for this example
is true, or, perhaps, the prediction was incorrectly
performed using the method with the help of which
conformal predictors are built, in this case — SVM.

The work of the model was analyzed, examin-
ing the prediction results for each example of test
data set. Similarly, we constructed and analyzed the
results for other types of SVM (for each of 155 ex-
amples of the test set).

How to evaluate the integral quality of the
models and, as a result, choose the best one for use
in further diagnostics? Indeed, in the general case
there are many examples in the test set, therefore it
is difficult and visually impossible to make such a
choice. To solve the problem, the concept of Signifi-
cance level was used:

Significance Level = 1 — Confidence (%) / 100.

This work uses the following Significance Level
Thresholds: 0,2; 0,15; 0,1; 0,05; 0,01, which corre-
spond to 80 %, 85 %, 90 %, 95 %, and 99 % Confi-
dence (see the names of 5 right columns in Table 1).
On this basis, additional calculations are made, as
described below.

We add columns to the extended testing table
(see Table 1) corresponding to the taken Significance
Levels and perform calculations, namely, calculate the
number of classes that we can predict for a given ex-
ample using the model for different Significance Lev-
els. For the calculations, it is necessary to compare
the p1 and p-1 values of the object with the Signifi-
cance Level value, so the following rules are used:

Significance Level for the example is less than the
Threshold Significance Level), then the value of the
calculated column related to Significance Level is 1,
since one class is precisely defined.

2) Otherwise, if max (pz, p-1) = 1 and min (pz, p-
1) > Significance Level, the value of the calculated
column corresponding to the Significance Level is 2,
since both classes are determined as the result (Un-
certain).

For example 125 max (p1, p-2) = 1 and p1 =
0.03, i.e. p1 <0,05 <0,1 <0,15 <0,2, which means
that the first four of the last columns are equal to 1;
but p-1>0,01, so the last column is 2.

3) If max (p1, p-1) # 1 (or not close to 1), then it
is impossible to assign the example to any of the
classes, therefore all additional columns for this ex-
ample are equal to 0 (Empty) for all the significance
levels.

For example, 127 both p is not equal to 1,
which means that all the additional columns are
equal to zero.

Furthermore, based on the performed calcula-
tions, we built integrated tables showing the models
goodness of fit. Tables 2; 3 and 4 have the data for
the chosen models which showed the best results on
test data (polynomial models of the 1st and 2nd de-
gree, as well as RBF).

The first column shows the taken Significance
Levels.

The second and third columns show the number
of correct and incorrect predictions from 87 exam-
ples belonging to class “1”; the fourth and fifth col-
umns show the same for 68 examples belonging to
class “-1”.

The sixth and seventh columns present the
number of Empty and Uncertain (multi-valued) pre-
dictions.

The eighth and ninth columns show the overall
results by which one can assess the quality of the
models (the eighth column has the number of exam-
ples with the correct prediction, the ninth — the sum
of incorrect predictions, as well as Empty and Un-

_ 1) If max _(pl, p1) =1 (thls_ means that Credibil-  artain ones).
ity = 1) and min (ps1, p-1) <= Significance Level (the
Table 2. Integrated table. RBF: gamma = 1.0/9.0
Significance Real: 1 Real: 1 Real: -1 Real: -1 Emot Uncertain OK | Fail
Level Predict: 1 Predict: -1 Predict: -1 Predict: 1 Pty predictions
1 2 3 4 5 6 7 8 9
0,01 0 0 0 0 0 155 0 |15
0,05 0 0 0 0 0 155 155
0,1 64/87 7187 68/68 0 6 10 132 | 23
0,15 62/87 3/87 67/68 0 23 129 | 26
0,2 59/87 2/87 66/68 0 28 125 | 30
Source: compiled by the author
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Table 3. Integrated table. POLY: degree = 2

Significance Reql: 1 Rez.il:.l Rea}l: .-1 Rea_l: -.1 Empty Unc_ert_ain OK | Fail
Level Predict: 1 Predict: -1 Predict: -1 Predict: 1 predictions
1 2 3 4 5 6 7 8 9
0,01 0 0 0 0 0 155 0 | 155
0,05 71/87 0 14/68 0 0 70 85 | 70
0,1 76/87 5/87 40/68 0 1 33 116 | 39
0,15 73/87 8/87 57/68 6/63 9 130 | 25
0,2 73/87 8/87 59/68 4/68 11 0 132 | 23
Source: compiled by the author
Table 4. Integrated table. POLY': degree = 1 (linear)
Significance Rea}l: 1 Rez_al:ll Ree}l: .-1 Rea_l: -.1 Empty Unc_ert_ain OK Fail
Level Predict: 1 Predict: -1 Predict: -1 Predict: 1 predictions
1 2 3 4 5 6 7 8 9
0,01 0 0 0 0 0 155 0 155
0,05 0 0 0 0 0 155 0 155
0,1 0 0 0 0 0 155 0 155
0,15 75/87 1/87 65/68 0 14 0 140 | 15
0,2 75/87 1/87 65/68 0 14 0 140 | 15

Source: compiled by the author

Analysis of the integrated tables leads to the

conclusion that:

— a polynomial model of the 1st degree (linear)

— the RBF model is better than the polynomial
model of the 2nd degree; it shows the results at the
significance levels of 0,1; 0,15 and 0,2.

In order to facilitate the process of creating

shows satisfactory results only at the levels of signif-
icance 0,15 and 0,2, and does it better than other
models;

— a polynomial model of the 2nd degree at a
significance level of 0,1 shows better results than a
linear model, but for the levels of 0,15 and 0,2 the
results are worse;

Dataset name: Breast Cancer

Name: Polynomial 2
SVM 2 e G 1.0
WPE  csvc  nusve O :
Kernel type: POLY v Gamma: 0.5
Test part: 0.3
Run Test
0%
Real class: 1

Significance

Predict class: 1 Predict class: -1 Predict class: -1 Predict class: 1

0.01 68 5 54
0.05 69 5 56
0.1 69 4 52
0.15 69 4 45
0.2 69 5 40

Save

classification models based on conformal predictors,
that is, training and testing process, we created the
Model Development program that allows loading
ready-made as well as creating new data sets, con-
structing models and viewing training and prediction
results with different levels of detail. Fig. 1 shows a
window for entering modelling parameters and
viewing the results in the form of an integrated table.

nu: Epsilon: 0.001
Degree: | 2 Probability: |V ‘
Show details ‘
Real class: -1
Empty Uncertain predictions
2 0 9 ‘
2 3 3
1 9 3
2 16 2 ‘
X 22 1

Cancel

Fig. 1. The window for parameters tuning and viewing the modeling results
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Source: compiled by the author

The resulting models were used to diagnose
cancer based on the examination results. For this
purpose, we have developed a program for the doc-
tor which provides an opportunity for the doctor to
enter a patient's examination data, select the type of

disease and models required for diagnostics. Then
the information is processed and the diagnostic re-
sult (positive or negative) is issued, as well as the
Confidence of this result in percent (Fig. 2). If the
system cannot diagnose, a message is shown.

Diagnostic \
Clump Thickness 6 » Run
Result
Uniformity of Cell Size 6
Class Confidence
) ] Negative 96,34%

Uniformity of Cell Sh... 6

Marginal Adhesion 5

Single Epithelial Cell ... -

Bare Nuclei 10 & Ok © Cancel
- 2

Fig. 2. The diagnostic window for the doctor
Source: compiled by the author

The developed program also provides windows
for doctors and model developers to log in to the
system. The system allows interactively adding new
patients and editing information about them. Every
patient has their electronic medical record with the
results of the examination and the diagnoses given.

The architecture of the software is client-server.
Data is stored and all the calculations are made on
the server-side, while on the client-side data sets and
models are created, and the classification results are
displayed.

In the future, it is advisable to expand the sys-
tem so that, based on the results of the patient's ex-
amination, it will be possible to receive not only one
diagnosis, but a list of diagnoses ranked by probabil-
ity. There are two standard ways to reduce the clas-
sification problem for the case of several classes to a
binary classification: the “one-against-the-rest” and
“one-against-one” procedures. In [8], it is shown
how the measure of non-conformity is calculated in
the case of more than two classes for each of the
procedures, based on the measure of non-conformity
for the binary classification. On this basis, ai is cal-

culated, and then pv for each of the classes. Such an
approach is possible if the classes do not overlap,
that is, if a person haven’t multiple illnesses at the
same time considered for diagnosis (this is often re-
quired for the correct work of classification meth-
ods). If the classes overlap, it is advisable to carry
out a binary classification for each disease separately
and find the probabilities of assigning an object to
each of the classes.

IV. CONCLUSION

The analysis of existing diagnostic medical in-
formation systems and properties of the solution to
the problem of classification for diagnosis has been
carried out. The necessity and importance of as-
sessing the quality of the diagnoses is shown. It is
proposed to apply conformal predictors to analyze
the credibility measure and the reliability of the re-
sults based on the modern machine learning methods
with calculations of the non-conformity measure for
examples when solving the classification problem.

The models were formed on data from medical
dataset using the SVM method based on conformal
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predictors and was assessed their quality. As a re-
sult, three best models were selected, allowing not
only to get diagnosis and determine its probability
(as it is practiced in known systems), but also to de-
tect cases when diagnosis is impossible: firstly, the
classifier is unable to determine the class for the ob-
ject, secondly, the classifier relates the object to sev-
eral classes. The last is possible only with the use of
conformal predictors.

A software product has been developed to au-
tomate the process of constructing models. In addi-

tion, this software allows the oncologist to diagnose
using the created models and to assess the reliability
of each diagnosis.

The developed solution allows, when expand-
ing the accumulated data on symptoms and diagno-
ses based on them, to build appropriate classification
models with an assessment of the quality of the di-
agnoses for a wide range of medical problems. Thus,
the obtained results can be used in the systems of
medical diagnostics for various diseases.
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Henonikom OararboX iarHOCTHYHHX CHCTEM € HEMOJJIMBICTH B JOCTAaTHIH Mipi OWIHUTH JOCTOBIpHICTH pimeHs. [lpm
BUpillIeHH] pobiieMu Kkitacuikalii KoxeH NpuKiIag Moxe OyTH Kiacu(ikoBaHHMHM 3 PI3HUM CTYIIEHEM SKOCTi. 3anpornoHoBaHa Mipa
SIKOCT1 3pa3koBoi Kiacuikarii (Mipa HeBiIIOBiTHOCTI). MeTa NOCHIIDKEHHS - TOMINIIATH OLIHKY JOCTOBIPHOCTI JIarHOCTHKU B
MEJMIMHI Ha OCHOBI KOH()OPMHMX IpEeIUKTOpPIB, AKi IO3BOJIAIOTH NPOBOJUTH BipOrifHY KiacH(ikaliio, a TaKOX BHUSABIATH
HEHOPMaJIbHI BUIMAJKH, KOJIHM KIacH(piKaTop HE MOXE BU3HAYMTHU KJIAC JUI KOHKPETHOro 00'ekTa, a0 BiIHOCHTH OIHH 00'€KT 110
OKpEMHMX KJIaciB OZJHOYACHO. Y CTaTTi ONUCYEThCS MOOYI0BA 1 TECTYBAaHHS Pi3HUX IMOBIpHICHHX MojeJeil ABiiikoBii knacudikauii Ha
OCHOBI MAallIMHHOTO HaBYaHHs, 30KkpeMa, Merony SVM i KoH)OPMHHX NPEAMKTOPIB, 10 BUKOPHCTOBYIOTH Mipy HEBIJNOBIIHOCTI.
Jlnst BUBYCHHS 1 TecTyBaHHS Mojelnieil OyB BHKopucranuii 6a3i Habip manmx Breast Cancer Wisconsin (Diagnostic) Data Set st
MoOYIOBY JTiHIHHUX, TIOJIMHOMOB pi3HOro crymeHs i moaeneit RBF. Omineni pe3yabraTy MporHo3yBaHHs TS KOXKHOTO TIPHKIAY 3
Habopy TECTIB, a TAKOXK IHTErPaJIbHI XapaKTEPUCTHKU SKOCTI MOZENEH, 3 ypaXyBaHHAM SIK IPaBHIIBHOCTI IPOTHO3IB I KOXKHOTO
KJIacy, Tak i KUIBKOCTI pi3HUMX TuHiB aHomaiii. Ha ocHOBI kpammx BimiOpaHux Mozeneil (JliHiliHA, MOJNIHOMialbHa MOJIENb 2-TO
crynens i RBF) po3po0iiena iHTenekryaiapHa AiarHOCTUYHA CHCTEMa JUTS 3aCTOCYBAHHS B MEIMIIVHI, sIKa O3BOJISIE AaBTOMATHU3YBAaTH
MoOyIOBy MOJEJi, a TaKOX IMPOBOJMTH AIarHOCTHKY i BiOOpa)KaTH JOCTOBIPHICTH OTPHMAHOTO JiarHo3y a00 MOBiJOMIISATH PO
HEMOXJIUBICTb ITIOCTAaBUTH JiarHo3. [Iporpama Takox J03BOJISE ACKIIBKOM JIIKapsM BXOAMTH B CUCTEMY, JI0JJaBaTH HOBHUX MAILi€HTIB 1
penaryBatu iHdopmario npo HuX. KoXeH mauieHT Mae CBOI0 MEOUYHY KapTy 3 pe3yibTaTaMH OOCTEKEHHS 1 MOCTaBICHUMH
JiarHozaMu. PesynbraTé JOCHIDKCHHS MOXYTh OyTH 3aCTOCOBAaHI B CHCTEMax IiarHOCTHMKM PIi3HHMX 3aXBOpIOBaHb. lle MoxHa
3pOOUTH, BUKOPUCTOBYIOYH JIaHi 3 CHMIITOMaMH 1 BiJIIOBITHMMH JiarHO3aMH i CTBOPUBILY BiZIITOBiHI MOZEII Ha 1ili OCHOBI.

KirouoBi ciioBa: HaOip naHux; Mozenb; KOH(GOPMHI NMPEIUKTOPH; MAIIMHHE HAaBYaHHs; Kiacu(ikallis; piBeHb 3HAYUMOCTI;
BIICBHEHICTb (JJOCTOBIPHICTB); MPaBIONOIIOHICTh; METO]] OIIOPHUX BEKTOPIB
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AHHOTALMUA

HenocraTkoM MHOIMX JUarHOCTHYECKHX CHCTEM SIBISIETCS HEBO3MOXKHOCTb B JIOCTaTOYHOM CTEMEHH OLEHHUTh JJOCTOBEPHOCTH
peuiennii. [lpu perreHnu mpoOieMbl KiacCH(DUKAIMK KaXIbIi MpUMeEp MOXKET OBbITh KiIacCU(UIUPOBAH C Pa3HOM CTENEHbBIO
KauecTBa. [IpeiokeHa Mepa KadecTBa NpUMEpHOW Kiaccudukanuu (Mepa HecooTBeTcTBHs). Llenp wcciemoBaHUs - yIMy4IIHTb
OLICHKY JIOCTOBEPHOCTH [IHArHOCTMKHA B MEAWIMHE HAa OCHOBE KOH(OPMHBIX TNPEIUKTOPOB, KOTOPHIE ITO3BOJISIOT IIPOBOJUTH
BEPOATHOCTHYIO KJIaCCH(HKAIINIO, a TAKKe BBIABIATH HEHOPMAJIbHBIE CITydaH, KOI/la KIACCH(PHUKATOP HE MOXET ONPEeIHTh KIacc
JUISL KOHKPETHOTO 00BEKTa, INO0 OTHOCUT OJWH OOBEKT K HECKOIBKHM KJIacCaM OJHOBPEMEHHO. B cTaThe ommchIBacTCS MOCTPOSHHE
U TECTHPOBAHHUE PA3JIUYHBIX BEPOSATHOCTHBIX MOJEJICH JBOMYHOH KiacCU(pUKallMi Ha OCHOBE MAIIMHHOIO OOYYEHHs, B YACTHOCTH,
Mmerona SVM 1 KOHGOPMHBIX MPEJUKTOPOB, HCIONB3YIOIINX MEPY HECOOTBETCTBU. s M3y4eHHs M TECTHPOBAHHUS MOJAEINCH ObLI

136 Systems analysis, applied information p-ISSN 2617-4316
systems and technologies e-ISSN 2663-7723


http://orcid.org/0000-0002-7243-5535
mailto:iolnlen@te.net.ua
http://orcid.org/0000-0002-7243-5535
mailto:iolnlen@te.net.ua

Applied Aspects of Information Technology 2019; Vol.2 No.2: 127 - 137

Hcronp30BaH Oasze Habop maHmbix Breast Cancer Wisconsin (Diagnostic) Data Set ais mocTpoeHHs JHHEHHBIX, ITOJHHOMOB
pasnuuHoii cremenn u Mozneneit RBF. OreHeHs! pe3yabTaThl IPOrHO3UPOBAHKS IS KAKIOTO MpUMepa u3 Habopa TECTOB, a TaKKe
HHTETpabHbIE XapaKTePUCTHKH KavuecTBa MOJIEINICH, C YIETOM KaK MPaBIIHHOCTH IPOrHO30B U KAXIOT0 KIacca, Tak U KOIMIecTBa
Pa3NMYHBIX TUIIOB aHoMasmii. Ha ocHOBe Jydmmx 0TOOpaHHBIX MojeNielt (JIMHEeHHas, TIOMHHOMHAbHAST MOJIeNh 2-ii cremenu u RBF)
pa3paboTaHa MHTEIUIEKTYalbHas JUATHOCTHYECKasi CHCTeMa JUTSl TIPUMEHEHUSI B MEIUIIMHE, KOTOPasi TI03BOJISIET aBTOMATH3UPOBATh
MIOCTPOCHHIE MOJIENH, a TAakKe MPOBOJAUTH JAHATHOCTHKY W OTOOpaXkaTh JOCTOBEPHOCTH MONYYEHHOTO JAWATHO3a HIIH COOOMIATH O
HEBO3MOYXKHOCTH TOCTABHTH IUArHO3. [IporpaMMa Takyke IO3BOJSET HECKONBKAM BpadaM BXOIUTH B CHCTEMY, NOOABISATH HOBBIX
MAlHEHTOB W PENaKTUPOBATh HH(POPMAIMIO O HuX. Kakmplil TMAIMEHT WMEET CBOK0 MEIWIMHCKYI0O KapTy C pe3ylbTaTaMu
00CIIeIoBaHusl M TIOCTABJICHHBIMH JHAarHO3aMHU. Pe3yIbTaThl MCCIIENOBAHUS MOTYT OBITh TPUMEHEHBI B CHCTEMAax IUArHOCTHKH
pasNMYHBIX 3a00JeBaHuil. DTO MOKHO CIENaTh, MCIOMB3Ys JaHHBIE ¢ CHMIITOMAMH M COOTBETCTBYIOIIMMHU JHATHO3aMH M CO3/IaB
COOTBETCTBYFOIIHME MOJCIIH Ha 3TOH OCHOBE.

KiroueBbie c10oBas: HabOp I@HHBIX, MOJENb; KOHPOPMHBIE MPEIMKTOPHI; MAIIMHHOE OOYUCHHE, KIACCHMHUKAIMS, YPOBEHb
3HAYUMOCTH; YBEPEHHOCTH (JIOCTOBEPHOCTH); TPABIONONO0OKE; METO OMMOPHBIX BEKTOPOB
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