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ABSTRACT

Early detection of sensitive data leakage during message transmission in communication systems is topical task today. This is
complicated by applying of attackers to advanced steganographic methods. Feature of such methods is sensitive information
embedding into innocuous (cover) files, such as digital images. This drastically reduces effectiveness of modern stegdetectors based
on applying of signature and statistical steganalysis methods. There are proposed several approaches for improving detection
accuracy of stegdetectors that are based on image pre-processing (calibration). These methods are aimed at estimation parameters
either of stego, or cover images from current analysed image. The first group of calibration methods requires prior information about
features of used embedding methods to minimize detection error. In most cases, this information is limited that decrease effectiveness
of such calibration methods. The second group of calibration methods is of special interest today due to extensive set of proposed
methods for advanced image denoising techniques. Nevertheless, practical usage of such methods requires carefully adjustment of
parameters. This restricts fast re-training of stegdetector for revealing stego images formed according to unknown embedding
methods. The promising approach for estimation cover image parameters from current (noisy) images is based on applying of novel
methods of spectral analysis, namely sparse and redundant representation of signals. Feature of these methods is ability to adjust
parameters of basic functions to statistical parameters of analysed set of image. This allows improving effectiveness of stegdetectors
without necessity to re-tune theirs parameters for new set if images. The paper is aimed at performance analysis of stego images pre-
processing with usage of advanced methods of spectral analysis. The analysis was performed for state-of-the-art HUGO embedding
methods by usage of standard ALASKA dataset. Based on obtained results, it was revealed that applying of proposed methods all ows
improving detection accuracy up to 6 % even in case of absence prior information about used embedding methods and low cover
image payload, e.g. less than 10 %. Nevertheless, practical usage of these methods for image calibration requires further
improvement of dictionary learning procedure, namely decreasing its computation complexity by processing images with high
resolution.
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INTRODUCTION Proposed methods for improving performance
of modern SD are based on development of
advanced image pre-processing  (calibration)
functions. These functions are aimed at revealing
and extraction weak alterations of CI cause by
message hiding. The majority of proposed
calibration  functions utilize either advanced
denoising methods, or huge ensembles of high-pass
filters. These methods tend to be ineffective in
practical scenarios due to “aggressive” character of
image denoising (removal both intrinsic and
introduced noises) and laborious pre-selection of
ensemble elements to minimize detection error.
Therefore, development of novel calibration
methods for reliable detection of ClI alterations under
limited prior information about used embedding
method is needed.

The work is aimed at performance analysis of
novel spectral methods for calibration of stego

Early detection of sensitive information leakage
in state and corporate networks is topical task today.
In most cases, the leakage is performed with usage
of steganographic communication systems [1].

Feature of such systems is concealing even the
fact of unauthorized message transmission by data
hiding into innocuous files like digital images (DI).

Novel steganographic methods for message
hiding into a cover image (Cl) are based on applying
adaptive techniques for both pixels pre-selection,
and theirs brightness adjustment for minimization of
cover statistical features alterations.  This
considerably reduces accuracy of widespread
stegdetectors (SD) that are aimed at revealing of ad-
hoc alterations of CI parameters (signatures) caused
by message hiding.

© Progonov D., Lutsenko V., 2022 images formed by adaptive embedding methods
(AEM). These methods are based on design
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of image decomposition functions with usage of
available prior information about signals features
that is of special interest for digital image
steganalysis.

RELATED WORKS

Proposed methods for improvement of used SD
are based on applying cover rich models and
artificial neural networks. The formed approach is
based on usage of ensemble of CI models to improve
accuracy of revealing alterations caused by message
hiding. The example of such approach usage is SRM
group of models [2]. These models are based on ClI
context suppression by applying of extensive set of
high-pass filters (HPF). This allows decreasing
detection error for modern embedding methods, such
as UNIWARD methods [3], by the cost of time-
consuming selection of an appropriate HPF.

The second approach has been proposed to
overcome mentioned limitations, namely by
adjustment of convolutional networks parameters by
the  backpropagation  methods. The  novel
convolutional neural networks SR-Net [4], Zhu-Net
[5] and GB-Ras [6] fully utilize mentioned method
that allows achieve similar or even better detection
error for wide range of embedding methods in
comparison with SD based on cover rich models.
Still, achieving of high detection accuracy by usage
this approach requires both increasing depth of
neural network to improve generalization ability,
and network tuning on huge dataset. This is time-
consuming operations that limit fast re-training of
SD to detect unknown embedding methods.

The alternative methods for digital image
calibration are based on estimations parameters of
stego or cover images. This is achieved by applying
of ad-hoc transformations which either “emphasize”
distortions caused by message hiding, or estimate
parameters of ClI from current (noisy) images. The
methods form the first group can be realized by
message re-embedding into analyzed image [7], or
image pre-noising [8]. The effectiveness of such
approaches relies on utilization prior information
about embedding procedure that may be unrealistic
cases for real steganalysis scenarios.

The recent progress of development of
advanced methods for estimation Cl parameters
from a noisy image makes these methods attractive
candidates  for  next-generation SD. = Still,
performance of such methods considerably depends
on statistical parameters of used samples of cover
and stego images. This decreases effectiveness of
such approach for usage with new sets of digital
images. For overcome this limitation we propose to
use novel methods of spectral analysis, namely

sparse and redundant representation of signals, that
makes possible incorporating information about
features of CI into a process of decomposition
functions  (dictionary)  construction.  Despite
promising features of such methods for digital image
steganalysis, there is no information about
effectiveness of this approach for AEM. The paper is
aimed at filling this gap by performance analysis of
usage modern methods of DI spectral analysis for
improving SD performance during processing of
stego image formed according to AEM.

THE SCOPE OF THE RESEARCH

The paper is aimed at performance analysis of
stego images pre-processing with usage of advanced
methods of spectral analysis.

To achieve this aim it is proposed to solve the
following tasks:

1) to review features of adaptive embedding
methods for digital images;

2) to review modern methods for digital images
spectral analysis, namely sparse and redundant
representation;

3) to compare performance of proposed method
and state-of-the-art rich models for digital images.

The object of study is methods for detection of
stego images formed according to AEM.

The subject of study is methods for revealing
and extraction alterations of cover images caused by
message embedding by AEM.

NOTATIONS

The calligraphic font is used for sets and
collections, while vectors or matrices are always in
boldface. We supposed that a stego image Y is
created from a grayscale cover image X with size
M-N pixels and k=8 bits color depth. The stego data
is represented as a binary message M with K bits
length.

ADAPTIVE EMBEDDING METHODS FOR
DIGITAL IMAGES

The feature of novel embedding methods is
representation of message embedding process as
optimization task of minimization cover image X

distortion during message M hiding [9]:
D(X,Y)=2 A, (X Y) == min, 1)

where: D(X,Y) — empirical function for estimation
alteration of cover image X during forming of stego
image Y; p(-) — cost function of cover image pixel
parameters distortions by embedding of a single bit.
The function D(X,Y) (1) should include
estimation of CI alterations caused both single bits
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embedding, and non-linear interaction of alterations
caused by separate bits hiding [9]. Nevertheless,
design of a function that including both features is
non-trivial task. This is caused by necessity of
analysis of pixels brightness changes combinations
that become intractable even for short messages M
(about 100 bits) [9].Consequently, the simplified
function p(-) that estimates only CI distortions
caused by a single bit hiding is used in most cases.

The paper is aimed at analysis of novel HUGO
embedding method [10].

The method is based on minimization of CI
distortion under constrain of fixed message length

[10]:
minE, (D)=>,  7(Y)-D(XY) (@

Wrt'|M| = _ZYeYﬂ(Y)' log (ﬂ-(Y))
where: Y —a stego image sampled from the set of all
stego images Y ; m — probability distribution of
selection of some stego image from the set Y ;
E.(D) — averaging operator for function D(-) over
distribution 7; H(x) — entropy function over
distribution 7.

Filler et al [10] proposed to use adjacency
matrix Ckl(x) for estimation of CI distortions
during message hiding. This makes possible
numerical solving of eg. (2) in the following form:

D(X,Y)= ZCEC Z(k,l)es i H(Ckv') (Y),

~_ k
where: ‘s_{o'l'“"z _1} — brightness range of
cover and stego image with k-bits color depth;

C :{—”‘—’T'¢} — set of scanning directions during
co-occurrence matrix Cg; estimation; wy >0 —
weights.

For instance, matrix H in the case of row-wise
image processing and left-to-right pixels scanning
can be calculated as [10]:

iy (X Y)=(N-(M-2)) ™
> L(Or D) () = (k)] - 3)
~[(0:053.4) ()= (k) ]|
(D7D ) (X) = (k1) <
& (D7} (X)=k) A (D71 (X)=1).

Matrix H for other types of cliques C can be
calculated in a way similar to eg. (3) [10].

STEGO IMAGES CALIBRATION WITH
USAGE OF SPECTRAL ANALYSIS
METHODS

Modern paradigm of digital image steganalysis
is based on applying pre-processing methods for
revealing weak alterations of CI caused by message
hiding. In most cases, these methods are based on
applying of extensive set of HPF to analyzed image
and further statistical analysis of obtained residuals
[2]. Despite high detection performance of formed
SD, practical usage of this approach is limited. This
is caused by necessity of time-consuming tuning of
HPF ensemble that limits fast re-training of used SD
to revealing of unknown embedding methods.
Decreasing of computation complexity of this
operation requires laborious pre-selection and tuning
of the ensemble’s elements by processing of
cover/stego images and, respectively, access to stego
encoder that may by unavailable in real cases.
Therefore, development of fast calibration methods
that preserve high detection accuracy under limited
prior information about used embedding method is
topical task today.

Modern approaches to stego images calibration
can be divided into next groups [11]:

o Parallel reference — these methods lead only
to a shift of the feature vectors for cover and stego
images, which does not increase the accuracy of the
SD;

o Divergent reference (DR) - aimed at
enhancing the differences between cover and stego
images by increasing the distance between the
respective feature vectors;

o FEraser — leads to decreasing of distance
between feature vectors for cover and stego images;

e Cover estimate (CE) — aimed at estimation
of statistical characteristics of a cover image by
analysis of available (noised) images. This leads to
negligible changes of feature vectors for ClI by
providing considerable changes of features for stego
image.

e Stego estimate (SE) — aimed at detection and
extraction alterations caused by message hiding into
a Cl. In this case, applying of these methods leads to
insignificant alterations of stego images features,
and drastically changes of ClI features.

As mentioned before, majority of modern
approaches to image calibration is related to SE-
methods. Also, special interest is taken on DR-
methods that are based on estimations preimages of
feature vectors for cover and stego images from
higher-dimensional space [12]. Nevertheless,
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practical application of such methods requires usage
of stego images examples for estimation mutual
positions of feature vectors for cover and stego
images. This may be inappropriate for real situation
when steganalytics have to reveale stego images
formed by unknown steganographic methods (zero-
day problem).

The alternative approach to image calibration is
based on applying of CE-methods for estimation of
cover image’s statistical parameters from current
(noised) images. Performance analysis of such
methods [13] showed promising results for advanced
denoising methods. However, such methods tend to
“aggressive” processing of digital images by
removing considerably part of intrinsic noises. This
decreases differences between results of calibration
for cover and stego images, especially in case of low
cover image payload (less than 10 %). Therefore, it
is required novel CE-methods for selective
suppression of image intrinsic noise. One of
promising approach for solving this task is applying
of spectral analysis methods, namely sparse and
redundant representation.

A common approach to spectral analysis of
digital images is the use of wavelet transform, in
particular  two-dimensional  discrete  wavelet
transform (2D-DWT).

The decompositions coefficients of 2D-DWT

for grayscale image U with size NxM (pixels)
can be calculated using following formulae [14]:

N-1M-1
ny:z WX/;(UXV) PPyt
x=0 y=0
Wi (U, ) v, 0, + Wy (U,,)-0, v,
+Wx3(ux,y) l//x'l//yv
Wy, =(U,, ) =
1 NeAmd )

where: ¥+?~ wavelet and corresponding scaling

H.V,D)

functions respectively; Wx?/ , W)Ey — approxima-

tion and detailing coefficients of image; <','>—dot
product.

The image denoising using 2D-DWT is based
on thresholding of corresponding decompositions
coefficients, for example [14]:

X, IX[=T,
T““"(X’T)z{o ||x||<T.

Thard(x,T):max£1—|TY|,oJ,

where:  Tharar Tsort = functions for hard and soft
thresholding respectively; the threshold.

These threshold functions can be used to pro-
cess the decomposition coefficients either a single
(level-dependent threshold), or several (global
threshold) decomposition levels. Note that wavelet
functions are configured to process signals with
specified statistical properties, such as smoothness
of the functions, the finite value of signal elements
variance etc. This decrease effectiveness of this ap-
proach, especially in case of processing noised sig-
nal with non-stationary distribution of noise.

To overcome this limitation, methods for con-
structing of sparse and redundant systems of func-
tions (SRS) based on the results of signal sample
analysis were proposed. These methods are based on
the formation of a sparse representation of signals in

terms of M —element approximation [15] — using

only the biggest M (M >0) signal decomposition
coefficients. The approach allows forming systems
of decomposition functions depending on the availa-
ble parameters of cover and stego images.

The problem of SRS development for
M — elemental approximation of a set of signals

{yi}?ﬁl can be presented as a solution of the
following optimization problem [15]:

M
min, Sl Iy, - A, < .20

Adxitiy o

(4)

where: current train signal; vector of i decomposi-

tion coefficients for the signal ¥i by usage of fixed
SRS; matrix of decomposition functions formed by
concatenation elements of the basis functions (col-
umn vectors).

One of the common methods of building a ma-
trix A is the block-coordinate relaxation MOD
(Method of optimal directions) method proposed by
Engan [16]. The method allows solving the initial
problem in an iterative way — at the k™ step we use

the estimate A(k—l) from the previous step, and solve
M problems Py to minimize the error of recon-

struction of each element of the train sample Yi. In
the next step, the obtained decomposition matrix

X(k) is used to adjust the elements of the matrix

A(k) using the least squares [16]:
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) 2
(o = argmin [y-Ax. =

F

A

(®)

XT

T
=YX «

o (%K) =Y

(k) (k)?

where ||||F — Fresenius norm. These steps are re-
peated until the criterion of convergence of the solu-
tion is achieved (providing an M —elemental ap-
proximation of the training signals). The limitation
of the MOD method is the relatively large number of
optimization steps in the case of processing signals
whose parameters are drastically change from used
training set [15, 17]. This is caused by low conver-
gence of the optimization problem (4) due to the
optimization of all elements of the matrix A at each
step of the algorithm [15]. To overcome this limita-
tion, the K-SVD method was proposed by Acharon
et al. [15] for iterative definition of dictionary A .
Unlike the MOD method, the K-SVD method is
based on the sequential definition of each dictionary
element (matrix A columns [18]. For example, the

determination of Jo — atom is done by fixing other

elements of the matrix A and using only the &j

column of the matrix when processing the training
set . This is achieved by modifying expression (5) as
follows [18]:

v -AX]: =

(6)

2
T T
(Y_ Y. aX ]_ajoxjo ’

F

T . .
where: Xj = corresponds j™ row of matrix .
The solution of this optimization problem is

aimed at minimizing the error matrix Ejo by updat-

R T
ing the values @; and Xj :

EjO:[Y—Zajx}j—)min, (7)

I
. T e
The optimal values &; and X; that minimize

the values E i, (7) correspond to matrices with a

rank of one. These matrices are approximated E o
and can be obtained by singular decomposition of
the error matrix (7). However, in most cases, this
approach to solving the optimization problem (5)
leads to a decrease in the degree of “sparseness™ of

the vectorXT. This violates the conditions of the

problem — estimation of dictionary A that provides
the most sparse representation of a given train sam-

ples. To overcome this limitation, it was proposed to
use only a separate column of the matrix Ejo , which

corresponds to the Jo — element of the desired dic-
tionary A.
The projection operator of the matrix (7) in the

subspace Pjo is proposed to obtain Jo = column of
the matrix E i, - The operator can be represented as a
matrix multiplied on the right by the matrix E; to
zeroing all other columns. The matrix Pjo has the
size of M rows (the number of elements in the test
sample of signals) and M; columns (the number of
elements of the sample that requires the use of Jo—
element of the dictionary A ).

Denote (XT0 )T =XL P,, as the result of apply-
ing the operator P, to the error matrix Ej, . Then

the approximation of the product E i Pjo by a matrix
having a single rank can be obtained by applying a
singular decomposition. The approximating matrix

is used to update of both the atom &;j, and the de-

. .. T
composition coefficients of the current vector Xj, .
It should be noted that the calculation of all

components of the singular decomposition Ejo Pjo is
redundant, because only the approximation matrix
with a rank of one is required. Therefore, to speed
up the calculations, similar to the MOD method, the
block-coordinate method using the least squares al-
gorithm can be used. The vector X,T-O can be updated
by solving the following optimization problem with

fixed values &;, [18]:

T
R
_ajo (on)

T=T

P. E. a.
o "o o
2

2

E P

mInje;, =,

X

=
F

lo

=x° =
lo ‘

o

2

Then in a similar way it is possible to update
the value of the vector [18]:
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2

E P

o o =

.
R
—a;, (on)
F
T=T R
_PiBX
Jo - ‘ 2

min
R

X

lo

R
Jo

2

The K-SVD method is characterized by high
accuracy of dictionary A estimation while provid-
ing a given degree of sparseness of decomposition
vectors and accuracy of signal reconstruction [15,
18]. Therefore, this method was investigated in the
work to build a dictionary A from a given set of Cl.

Further feature extraction from pre-processed
images may be performed using standard SPAM
model [19]. The calculation of SPAM features starts
by computation the difference array D by processing
an image in row-wise and column-wise orders.

For example, the array D for the case of row-
wise processing and left-to-right pixels scanning of
grayscale image U with size M-N pixels can be

calculated as [19]:
Du_] = Ui,j _Ui,j+1'
UESM'N,ie[ZL'M], J e[ZL'N—l].
The first-order SPAM features F; are used for
modeling array D with first-order Markov process
[19].

Likewise, the second-order SPAM features F
are taken for modeling difference array D with

second-order Markov process [20]:

M., =Pr(Dp,, =u|D;} =V), (8)
uvel[-T;T]T eN.
M., =Pr(Di,, =ul DL, =v.D; =w), (9)

uv,wel[-T;T]|TeN.
If mentioned probability is equal to zero, then

we obtain M:v =0 and M:v,w =0 aswell.

For decreasing dimensionality of SPAM-
features, the assumption that statistics in natural
images are symmetric with respect to mirroring and

flipping [19] is used. Thus, we can
separately averaging matrices for
horizontal,  vertical and diagonal

directions to form the final features:
F=(M7+M+M" M) /4,
F 4”2k=(Ma+Mb+M°+Md)/4.

(k+1).

Note that F; and F, features for other scanning
directions, namely ce{<,1,—,|}, can be estimated
in the same way to eg. (8)-(9). Number of
parameters for the first-order SPAM model is
kspam=(2T+1)?, while for the second-order one —
kspAM=(2T+1)3.

EXPERIMENTS

Performance analysis of statistical SD by
image noising was performed on packet of 10,000
grayscale images sampled from standard ALASKA
dataset [21]. The test images were resized to the
fixed resolution of 512-512 pixels.

The case of message embedding into CI with
HUGO method was considered. The CI payload A,
was changed in the following range — 3 %; 5 %;
10 %; 20 %; 30 %; 40 %; 50 %.

The SD was trained with usage of spectral
features extracted with considered 2D-DWT and
dictionary learning approaches. Classification of
extracted features to the classes of cover and stego
images was performed with usage of Random Forest
classifier [22]. The SD was tested according to
cross-validation procedure by minimization of
detection error Pe [22]. The dataset was divided 10
times into training (50 %) and testing (50 %) sub-
sets during cross-validation.

Also, the case of applying the standard SPAM
[19] statistical models of CI was considered. These
models are based on applying the second-order
Markov chain model to estimate correlation of
adjacent pixels brightness.

Training of SD with usage of extracted spectral
features can be performed in various modes by
combination features of initial and calibrated
images.

According to the performance evaluation [23],
the following types of features allow minimizing
detection of stego images for wide set of embedding
methods:

1. Linearly transformed features of
calibrated image — correspond to the
difference between features of calibrated
and unprocessed images:

FDF = Fcalib - Fnc'

10)
2. Cartesian calibrated features —
corresponds to the case of merging
features of unprocessed and calibrated

images:
Fee =[FoeiFoan -

nc? ' calib

(11)

where Frc and Fein are features extracted from initial
and calibrated images correspondingly.
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Also, performance of SD considerably depends
on available information about features of used
embedding method [24].

Emulation of the cases of presence or absence
of prior information about used AEM can be done
using following index [25]:

= z‘{(X’Y):(Xi’Yi)’i estrain}
« |S

-100%,

train |

where: F, is the fraction of pairs of cover-stego
images features used for SD training; Sirain — Set of
digital images used during training of stegdetector;
Yi — stego images formed from cover Xi.

The F, parameter varies from 0%
(steganalytics cannot create a stego image for any
cover image) to 100 % (steganalytics have access to
stego encoder and can create a stego image for
arbitrary cover image). In most situations,
steganalytics have partial information about used
embedding methods — only type of embedding
algorithm can be guessed, while ability to estimate
its parameters is limited. This case can be emulate
by sampling of F, value from uniform distribution
U(0;100). Therefore, these cases of F, =0 9%,
F,=100% and F, sampled from uniform distribution
were considered during performance evaluation of
spectral methods for image calibration.

Calibration of test images calibration was
performed using wavelet-filtering methods and
image restoration using dictionary learning. The
Wavelet filtering was done using three-level 2D-
DWT with Haar wavelet as basis function. The cases
of decompositions coefficients thresholding using
global threshold as well as level-dependent
thresholding were investigated. The global threshold
was estimated as median of absolute values of
decompositions coefficients, while level-dependent
threshold were calculated according to Birgé-
Massart strategy [26].

Dictionary learning for test images was
performed using considered K-SVD method [18].
Given the high computational complexity of this
method in the processing of digital images with
large size (more than 256x256 pixels), the images
from the training sample were divided into elements
(tiles) of a fixed size of 8x8 and 16x16 pixels.

Evaluation of SD detection accuracy was
performed with usage of Matthews Correlation
Coefficient MCC. The coefficient is used to estimate
the degree of correlation of the (true) labels of the
classes of the studied images with output of SD

[27]:

Fre - Prv —Pep - Py

\/NMCC ’
Nyce :(PTP +PFP)'(PTP+PFN)'
(PTN +PFP)'(PTN +PFN)’

where: Prp — the probability of correct classification
of stego images; Prn — the probability of correct
classification of cover images; Pep — the probability
of incorrect classification of cover images as stego
ones; Pen — the probability of incorrect classification
of stego images as cover ones.

The value of the MCC varies from (-1) that
corresponds to the case of incorrect classification of
stego images as cover ones and vice versa, to (+1)
that relates to correct classification of both cover and
stego images. The value MCC=0 is the special case
that corresponds to the situation of assigning the
analyzed image to the classes of cover or stego
images randomly (Pen=Prp).

Performance  evaluation of  considered
calibration methods was done in several stages. At
the first stage, the case of SD training by full
awareness of steganalytics about used embedding
method (F,=100 %) was considered. The
dependency of MCC on cover image payload by
stego images generation according to HUGO
embedding methods and usage of Fpe (10) and Fcc
(11) features for the case of F,=100 % are presented
at Fig. 1.

5
E ©-SPAM model
0.125 - Wavelet denoising (global threshold)
iy Wavelet denoising (level-dependent threshold)
4 Dictionary learning (tile size - 8 pixels)
|- Dictionary learning (tile size - 16 pixels)

MCC =

0.1

0.075|

Matthews Correlation Coefficient

0.05
0.025 | v
o= :
3.5 10 15 20 25 30 35 40 45 50
Cover image payload, %
a
= 0.175
o ©-SPAM model o
12 (.15 [ Wavelet denoising (global threshold) s
S Wavelet denoising (level-dependent threshold) - ,49
S 0.125 H#* Dictionary learning (tile size - 8 pixels)
= - Dictionary learning (tile size - 16 pixels)
S 1 H ]
= 0.1
=
£0.075
S
&)
» 0.05
20.025 >
| =
35 10 15 20 25 30 35 40 45 50
Cover image payload, %

Fig. 1. The dependency of Matthews correlation
coefficient on cover image payload for stego
images generated by HUGO embedding method
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and usage of Fpr (a) and Fcc (b) features for
F.=100 % and applying of spectral calibration

methods
Source: compiled by the authors

Applying of Fcc (11) features allows
improving values of MCC in comparison with
standard SPAM model (Fig. 1a), especially for the
huge CI payload (more than 20 %). This is achieved
by usage of wavelet-filtering with global
thresholding, while applying of considered
dictionary learning methods leads to increasing of
MCC only for the low cover image payload (less
than 10 %). This can be explained by usage of
relatively small tiles during dictionary A learning
that cannot effectively suppress alterations spreaded
over the whole CI for the high A, value.

On the other hand, applying of Fpe (10)
features (Fig.1a) does not improve MCC values in
comparison of SPAM model for considered
calibration methods. This can be explained by

negligible differences between Frc and Feis features
that decreases effectiveness of Fpr features usage.

For comparison, the dependency of MCC on
cover image payload by stego images generation
according to HUGO embedding methods and usage
of For (10) and Fcc (11) features for the case of F,
sampled uniformly from interval (0;100) are
presented at Fig. 2.
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Cover image payload, %

Fig. 2. The dependency of Matthews Correlation
Coefficient on cover image payload for stego
images generated by HUGO embedding method
and usage of Fpr (a) and Fcc (b) features for

F.~U(0;100) and applying of spectral calibration

methods
Source: compiled by the authors

Note that performance of proposed dictionary
learning approach overcomes corresponding results
for wavelet-filtering methods under limited prior
information about used embedding method (Fig. 2).
The biggest gain is achieved for the most difficult
case of extra low CI payload (less than 5 %) and
usage of Fpr (10) features (Fig.2a). On the other hand
estimated values of MCC for the Fcc (11) features are
much lower (Fig. 2b) that can be explained by
decreasing differences between features of initial and
calibrated images by preserving of doubled
dimensionality of feature vectors.

The most interest case is stego image revealing
under absence of prior information about used
embedding method (zero day problem). the
dependency of MCC on cover image payload by
stego images generation according to HUGO
embedding methods and usage of Fpe (10) and Fcc
(11) features for the case of F,=0 % are presented at
Fig. 3.
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Fig. 3. The dependency of Matthews Correlation
Coefficient on cover image payload for stego
images generated by HUGO embedding method
and usage of Fpr (a) and Fcc (b) features for
F.=0% and applying of spectral calibration

methods
Source: compiled by the authors

Obtained results (Fig. 3) proved conclusions
made for the previous case (Fig. 2) — applying of
dictionary learning based image calibration and Fpge
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(10) features allows increasing MCC values for the
case of low (less than 10 %) and middle (less than
20 %) cover image payload in comparison with
wavelet-filtering case.

On the other hand, usage of Fcc (11) features
leads to drastically reducing of MCC values in the
whole range of A, index. These results are obtained
for both wavelet-filtering and dictionary learning
methods (Fig. 3b). This is explained by insignificant
changes of features for initial and calibrated images
that is “mask out” by doubled dimensionality of Fcc
features in comparison with Fpgr ones.

DISCUSSIONS

Dependency of SD performance by usage of
spectral methods for image calibration considerably
depends on amount of available prior information
about used AEM. This is proved by values of MCC
for HUGO embedding methods for the case of
stegdetector by cover and stego images calibration
with spectral methods and variation of F, index
(Table).

Table. The values of Matthews Correlation
Coefficient for HUGO embedding methods for
the case of stegdetector by cover and stego images
calibration with spectral methods and variation
of F, index

Diction. For | -0.1213 | -0.0939 0.0345
learning
(16x16 pixels) | Fec | -0.1521 | -0.1331 | 0.0331

Source: compiled by the authors

Let us note that reducing of MCC values by
decreasing of F, index closely connected with
performance of used statistical model and ability of
used classifier to estimate separation hyperplane
between classes. Since these parameters are fixed for
considered case, we can estimate performance of
spectral calibration methods itself (Table). Note that
effectiveness of Fcc (11) features are constantly
reducing by decreasing of F, index that is related to
minimizing of differences between features of initial
and calibrated images by preserving high (doubled)
dimensionality of feature vector. On the other hand,
applying of Fpr (10) features allows detect
mentioned  differences by preserving fixed
dimensionality of feature vector that improve
classifier performance for the most difficult case of
F.=0 %.

It should be noted that applying of wavelet-
filtering methods has considerable limitations for the
considered HUGO embedding method (Table). This
is related to the differences in processing of noise
components used for message hiding — wavelet-
filtering is aimed at suppression these components at
whole, while message embedding try to minimize
changes of components statistical features. In

de?;ig‘(’)ri]”r‘]fgtiz d v O/So‘fr Aimf‘gg (f/’:‘ylfag =59, contrast, dictionary learning methods  allows
T £ improving image calibration due to estimation of ClI
SPAM model 0.0049 0.0371 0.1386 | Parameters from the current (noisy) images. This
Wavel For | 00036 0.0287 0.1255 preserves high detection accuracy without necessity
avelet to estimate parameters of cover image’s noise
(global thresh) | Fcc | 0.0057 0.0436 01587 | components
Wavelet For | 0.0041 0.0295 0.1306 CONCLUSION
(level thresh) | Foc | 0.0039 | 0.0390 | 0.1468 o _
it The paper is aimed at performance analysis of
Ie;ﬂﬁ% For | -0.0001 | 0.0248 0.1166 | stego images pre-processing with usage of state-of-
(16x16 pixels) | Fec | -0.0003 | 0.0298 01304 | the-art and advanced methods of spectral analysis.
F.~U(0:100) The case of applying the wavelet-filtering and
SPAM model 00576 | -00273 0.0899 ghctlonar%/ Iearglng me':jh_ods {or |fIaLIJlgrgtlon ct))f jae:go
images formed according to embeddin
Wavelet For | -0.0616 | -0.0415 | 0.0770 metgo s considored 9 9
lobal thresh _ - S .
@ ) | Foc | -0.0384 00319 | 0.0917 Based on obtained results, it was revealed that
Wavelet For | -0.0495 | -0.0343 0.0778 | performance of modern spectral methods for image
(level thresh) | Foc | -0.0360 | -0.0380 0.08s8 | calibration hardly depends on amount of available
Diction prior information about used embedding method.
learning For | -0.0367 | -0.0353 | 0075 | This leads to significant decreasing of Matthews
(16x16 pixels) | Fcc | -0.0344 -0.0487 0.0822 correlatio_n c_oefficient for SD bas_;ed on images
F.=0% wavelet-filtering up to 40 %, especially in case of
SPAM model 01294 | 01071 | o0.0451 | low cover image payload, e.g. less than 10 %.
Wavelet For | -0.1337 | -0.1010 0.0312 i On theI other hand,h prlyllrlmg of advanced
ctionary learning methods allows improving
(global thresh) ) ) ctior : )
Fec | -0.1831 01447 | 00282 | getection accuracy up to 6 % in most difficult cases
Wavelet For | 01421 | -0.0976 0.0341 | of absence prior information about used embedding
(level thresh) | Fec | -0.1669 -0.1256 0.0323 methods and low cover image payload. Still,
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practical usage of the method requires decreasing of  procedure, especially in case of processing images
computation complexity of dictionary formation with high resolution.
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AHOTANIA

3abe3neueHHs] PAaHHBOTO BHSBICHHS BHTOKY KOH(DIASHIIWHMX JAaHMX IiJ dYac mepeiadi MOBIZOMICHb Y iH(pOpMAIiiHO-
KOMYHIKAI[IHHUX CHCTeMax € aKTYaIbHOI Ta BKJIMBOIO 33[a4Ci0 ChOTO/IHI. BUpIllIeHHs JaHOi 33a/1a4i YCKIaIHIOEThCSI 3aCTOCYBAHHM
3JI0BMHUCHHKaMH HOBITHIX cTeraHorpagiyHux METOIB /Uit BOYIOBYBaHHsI TIOBIIOMIICHB 0 (aiiiiB, 110 IUPKYITIOIOTH B KOMYHIKaIliHHIX
Mepexax, 30KpemMa [P POBUX 300paxkeHb. BHACIIIOK [IbOr0 CYTTEBO 3HWIKYETHCS TOUHICTH POOOTH MOIIMPEHNX THUIIB CTETOACTEKTOPIB,
3aCHOBAHMX HAa BUKOPHCTaHHI METOJIB CUTHATYPHOrO Ta CTATHCTUYHOIO CTeroaHaiidy. J[yis miABHILEHHS TOYHOCTI POOOTH CydacHHX
CTEroJIeTeKTOpiB OYJI0 3ampOIOHOBAHO JCKiTbKa IMiIXOIiB, 3aCHOBAHUX Ha MOMepeHiit oOpodii gocmimkyBaHux 300paxkeHb. JlaHi
MiIXOQM CHOPSIMOBAHI HA OIIHKY CTaTHCTHYHUX MapameTpiB c(hOpPMOBaHHMX creraHorpaM, abo 3K 300pakeHb-KOHTEHHEpIB 3a
pe3yabTaTaMu 00pOOKH JOCITiKYBAHOrO 300pa)KeHHs. 3alporOHOBaHI METOIM TONEepPeAHbOi OOPOOKH CTeraHorpam MOTpeOyoTh
BUKOPHUCTAHHS alPiOPHUX JAHUX MO0 OCOONMBOCTEl BUKOpHCTaHOro creraHorpadiuxoro meromy. Lle oOMexye ix 3acTocyBaHHS y
pealbHUX BHIAAKaX, KOIHU [aHi BIIOMOCTI € oOMeXeHMMH ab0 HaBiTh BiACYTHIMH. BHACIiOK IIOro 0coOMBa yBara MPUALTSETHCS
METO/IaM TIOMepeiHboi O0OPOOKH, CIPSIMOBAHUX HAa OLIHKY MapamMeTpiB 300pakeHb-KOHTEHHEpIB, 30KpeMa IUIIXOM BHKOPHUCTAHHS
HOBITHIX METOMIB 3HIKCHHs BIUIMBY IIyMiB. [Ipore 3a0e3meuyeHHs MaiMX 3HAa4YeHb MOMWIKHM Kiach(ikallii cTreraHorpam morpedye
PETENIBHOTO HANIAIITYBAHHS MapaMeTPiB JaHHUX METOJIB, 110 0OMEKY€E MOXKIIMBICTh LIBHAKOTO MEpEHANAIITYBaHHS CTErOACTEKTOPY VIS
BUSIBJICHHSI HOBHX THITIB cTeraHorpadiqHux MetofiB. [IepCrneKTUBHIM MiX00M JI0 OLIHKK MapaMeTpiB 300pakeHHs-KOHTEHHepY 3a
HasSBHUMH (3aIIyMJICHUMH) 300pa)KCHHSMH € BUKOPHUCTAHHS HOBITHIX METOIB CIIEKTPATHHOIO aHANI3y CHI'HANIB, 30KpeMa METOJIB
1MoOyIOBH HA/UTMIIKOBHX CHUCTeM (DYHKIIN ISl PO3PiKEHOro MpeAcTaBiaeHHs curHamiB. OcOONMBICTIO TAHUX METOAIB € BPaXyBaHHST
CTaTUCTHYHUX MapaMeTpiB IOCHKYBaHUX CHIHAIIB MpH MOOYyHOBiI cucreMrd (YHKIINA [T TPOBEICHHS JCKOMITO3MIi curHamis. Lle
JIO3BOJISIE TTiABUIIUTH €(PEKTUBHICTH POOOTH CTETOAETEKTOPIB Oe3 HeoOXiAHOCTI IX MOBTOPHOTO HANAINTYBaHHS MpH 0OpOOI HOBHX
MaKeTiB 300paxkeHb. MeToro JaHoi poOOTH € MOCTiDKEHHS e()eKTHBHOCTI METOMIB IMONEPenHboi OOpPOOKHM CTeraHorpam mpu
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BHKOPHCTAHHI HOBITHIX METOMIB CHEKTPATBGHOr0 aHai3y. JloCipKeHHsI MPOBOAMIOCS VIS BUITAAKY (OPMYBAHHS CTEraHOTpaM 3TiJHO
aganTuBHOro creranorpagiuoro meroxy HUGO 3 BHKOpHCTaHHS TECTOBHMX 300pakeHb 3i craHmaprHoro makery ALASKA. 3a
pe3yabTaTaMy aHalli3y OTPUMAaHMX JAaHUX BHSBICHO, [0 BUKOPHCTAHHS 3aIPOIIOHOBAHOTO METO/Y TOTIEpeHBO0I 0OpOOKH CTeraHorpam
JIO3BOJISIE CYTTEBO (70 6%) MiABUIIUTH TOYHICTH BUSBJICHHS CTETAHOTPaM Yy MOPIBHAHHI 3 TIONIMPEHIMH THIIAMH CTETOJIETEKTOPIiB HAaBITh
Yy HaHOUIBII CKIQAHOMY BHIAAKY CNAOKOro 3allOBHEHHS 300pakeHHS-KOHTelHepy creromanmMu (Menme 10%) Ta BigcyTHOCTI
anpiopHUX JaHUX MO0 BHKOPHCTAHOTO CTeraHorpagigHoro Meroxy. Ilpore mpakTHyHe BHKOPHUCTAHHS 3allpOIIOHOBAHOTO METOIY
noTpedye IMOJATBIIOT0 BIOCKOHAICHHS METOMIB NOOYIOBM HA/UIMIIKOBHX CHCTEM (QYHKIIH, 30KpeMa 3HIDKEHHS IX BHCOKOL
00YHCITIOBAIBHOI CKIIAJIHOCTI y BHITAJIKY 0OPOOKH 300paskeHb 3 BUCOKOKO PO3IITEHOIO 3/IaTHICTIO.

KurouoBi ciioBa: 1udpoBi 300paKeHHS; CTEroaHaNi3; CTAaTUCTUYHI CTETOJCTEKTOPH; BEHBIICT-aHANI3; pO3PiIKCHE
TIPE/ICTaBIICHHS CUTHAJIIB.
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